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Conversation Analysis: Example Application Fields

3

For these applications, in-depth understanding of human conversational 
behaviour and states is key!

Medical Decision Support Intelligent Tutors



Multi-modal Conversation Analysis

How do humans express states such as emotion, trust, or psychiatric 
symptoms?


A combination of what they say, how they say it, and what they show.


We need to analyse and interpret all of these different modalities!
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Social Signals

5
Vinciarelli, Pantic, & Bourlard. (2009). Social signal processing: Survey of 
an emerging domain. Image and vision computing.



Social Signals
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Vinciarelli, Pantic, & Bourlard. (2009). Social signal processing: Survey of 
an emerging domain. Image and vision computing.



Bodily Behaviours
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Fumbling

Fumbling, Gesturing

Face touching, 
Arms crossed

Gesticulating, Shrugging, 
Legs crossed, Fumbling

Balazia, M., Müller, P., Tánczos, Á. L., Liechtenstein, A. V., & Bremond, F. 
(2022). Bodily behaviors in social interaction: Novel annotations and state-
of-the-art evaluation. ACM MM’22.



Social Signals

8
Vinciarelli, Pantic, & Bourlard. (2009). Social signal processing: Survey of 
an emerging domain. Image and vision computing.



Social Signals

9
Vinciarelli, Pantic, & Bourlard. (2009). Social signal processing: Survey of 
an emerging domain. Image and vision computing.

?

?



Eye Contact Detection Weakly Supervised 
by Speaking Behaviour

Social Signals

10
Müller, P., Huang, M. X., Zhang, X., & Bulling, A. Robust eye contact detection in natural multi-person interactions using gaze and speaking behaviour. ETRA’18



Social Signals

11
Vinciarelli, Pantic, & Bourlard. (2009). Social signal processing: Survey of an emerging domain. Image and vision computing.



Multi-modal Conversation Analysis

Classically, social signal processing has disregarded verbal information


However of course verbal information is crucial in dialogue


Our goal is to integrate nonverbal with verbal informaiton
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Agenda
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SpeechTextVisual 
Behaviour

Multi-Modal Conversation Analysis



Agenda
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SpeechTextVisual 
Behaviour

Multi-Modal Conversation Analysis



Facial Expression Representations
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Facial Keypoints & Gaze

https://github.com/TadasBaltrusaitis/OpenFace

Facial Action Units

https://www.cs.cmu.edu/~face/facs.htm

Facial Emotion Expressions

https://hobbylark.com/writing/Use-the-6-Basic-Emotions-in-Writing
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https://www.cs.cmu.edu/~face/facs.htm


Facial Keypoints

16

Visually salient points, e.g. the tip of the 
nose, ends of the eye brows, the corners of 
the mouth


Important representation for further 
processing, e.g. fitting a 3D face model or 
cropping the eye region

Barros, J. M. D., Mirbach, B., Garcia, F., Varanasi, K., & Stricker, D. (2018). Fusion of keypoint tracking 
and facial landmark detection for real-time head pose estimation. WACV’18

OpenFace 2.0



Facial Action Units

17

Coding system for facial muscle contractions 
 
Advantage: objective, not context dependent 
 
For a comprehensive list, see: https://www.cs.cmu.edu/~face/facs.htm



Facial Emotion Expressions

18

Six basic emotions according to Ekman:

Anger Fear Disgust Surprise Enjoyment Sadness

Compound emotions: 
happily surprised, happily 
disgusted, sadly fearful



Facial Action Units and Emotions: Quiz
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Facial Action Units and Emotions: Quiz
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Facial Action Units and Emotions: Quiz
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Facial Action Units and Emotions: Quiz
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How to Detect Facial Emotion Expressions?

How to define the relation between 
pixels and emotion expressions?

Machine

Learning

Anger Fear Disgust Surprise Enjoyment Sadness



Recap on ML

Machine

Learning

Training Data



Recap on ML

Machine

Learning

Testing Data
Surprise!

The Algorithm needs to learn that it is not about the hair color!


Large and representative training dataset is needed.



Facial Expression Analysis Datasets

Ko, B. C. (2018). A brief review of facial emotion recognition based on visual information. sensors, 18(2), 401.



Recap on ML

The key problem in Machine Learning: Generalization



Facial Expression Analysis

A 224x224x3 image has 150528 dimensions.


The curse of dimensionality! Usual Facial 
Emotion datasets don't even have that many 
training samples.


It becomes very hard to avoid overfitting in this 
scenario.



Facial Expression Analysis

Ko, B. C. (2018). A brief review of facial emotion recognition based on visual information. sensors, 18(2), 401.

The Classical Approach



End-to-end Neural Network

Facial Expression Analysis

Ko, B. C. (2018). A brief review of facial emotion recognition based on visual information. sensors, 18(2), 401.



Recap on Neural Networks: The Perceptron

Loss function applied to output, e.g.:

L(y, ̂y) =
1
n ∑

i=1..n

(yi − ̂yi)2

During training we try to minimise the loss on the training set by adjusting the weights of the network 
accordingly.


This is done by computing the gradient of the loss function w.r.t. the weights.


Many different loss functions exist, suitable for different tasks (classification, regression,…)



Recap on Neural Networks: Fully Connected Networks

In an 224x224x3 image this fully connected architecture will lead to 150528 times “number of hidden 
layer 1” weights in the first layer only! Danger of overfitting.

We can arrange perceptrons into larger neural networks.


Using backpropagation we can still compute the gradient of the loss w.r.t. all 
weights in the network.



Facial Expression Analysis with CNNs

Convolutional neural networks slide convolution kernels 
over the image / intermediate feature representation.


This encodes spatial invariance and reduces the number 
of parameters (weights) that need to be learned.



Hierarchical Feature Representation in CNNs

Facial Expression Analysis

Lee, H., Grosse, R., Ranganath, R., & Ng, A. Y. (2011). Unsupervised learning of hierarchical representations with convolutional deep 
belief networks. Communications of the ACM.


Such representations are useful across several tasks, e.g. pre-train on face 
recognition, fine-tune on emotion expression recognition



Types of Representations

Explicit representation: Keypoints, Facial Action Units, Emotion Classes


Vector space representation (“embeddings”)



Agenda
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Agenda
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Masked Language Models

E.g. BERT (Devlin et al., 2019)


Self-supervised Training Task: “The fisher is [MASK] at the river.”


What are likely words at the [MASK] location?


Being able to predict the masked word well requires an intricate model of 
language, including syntax and semantics


BERT-style models proved useful on many downstream tasks, e.g. named entity 
recognition, part-of-speech-tagging, sentiment analysis,…

Devlin et al. (2019). BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NAACL-HLT’19.



The Transformer (Vaswani et al., 2017)
Self-attention: basic building block of BERT and most current language models

Vaswani, Ashish; Shazeer, Noam; Parmar, Niki; Uszkoreit, Jakob; Jones, Llion; Gomez, Aidan N; Kaiser, Łukasz; Polosukhin, Illia (2017). 
"Attention is All you Need". Advances in Neural Information Processing Systems.

Good visual explanation: 
https://jalammar.github.io/illustrated-transformer/



LLMs (e.g. Llama3, GPT-4)
Also employ a transformer-based architecture


They are much larger and trained on larger datasets with focus on the 
generative task


• BERT large: 340M parameters


• Llama3: 8B or 70B parameters


• GPT-4: Mixture of Experts of 8x222B parameter models


We cannot train Llama-scale models from scratch


But very effective fine-tuning approaches exist, e.g. LoRA (Hu et al., 2021)
Hu, E. J., Shen, Y., Wallis, P., Allen-Zhu, Z., Li, Y., Wang, S., ... & Chen, W. (2021). Lora: Low-rank adaptation of large language models. arXiv preprint 
arXiv:2106.09685.
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Geneva Minimalistic Acoustic Parameter Set (GeMAPS)

Frequency Parameters

Energy/Amplitude 
Parameters

Spectral Parameters

Eyben, F., Scherer, K. R., Schuller, B. W., Sundberg, J., André, E., Busso, C., ... & Truong, K. P. (2015). The Geneva minimalistic acoustic parameter 
set (GeMAPS) for voice research and affective computing. IEEE transactions on affective computing, 7(2), 190-202.




Audio Spectrogram Transformer

Gong, Y., Chung, Y. A., & Glass, J. (2021). Ast: Audio spectrogram transformer. arXiv preprint arXiv:2104.01778.

Transfers weights from ViT trained 
on Imagenet to initialize the model


SOTA results on environmental 
noise classification and speech 
commands



Agenda
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M3TCM: Multi-modal Multi-task Context 
Model for Utterance 
Classification in Motivational Interviews
Sayed Muddashir Hossain, Jan Alexandersson, Philipp Müller 
German Research Center for Artificial Intelligence 

philipp.mueller@dfki.de
LREC-COLING’24



Motivational Interviewing (MI)

Goal of MIs: behaviour change in clients


Automatic classification of MI utterances to:


• understand communication dynamics


• help therapists reflect on their behaviour


• predict outcome


• basis for artificial agents as therapists 
 

48



Motivational Interviewing (MI)

Three key properties of MIs: 

• Asymmetric roles and labels (therapist, client)


• Context important


• Prosody needs to be integrated


We propose M3TCM: the first multi-modal, 
multi-task context model for utterance 
classification in MI

49



Utterance Classification in MI

Therapist Utterance Classes: 

• Reflection


• Question


• Input


• Other


Patient Utterance Classes: 

• Change


• Neutral


• Sustain
50



M3TCM Approach

Input: k consecutive utterances (text, audio spectograms) of therapist uti and client 
uci

51
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M3TCM Approach

Output: k consecutive utterance labels for therapist ŷti and client ŷci
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M3TCM Approach

Text Embeddings: RoBERTa Large, one embedding vector corresponding to each 
input utterance
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Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., ... & Stoyanov, V. (2019). Roberta: A robustly optimized bert pretraining approach. arXiv preprint arXiv:1907.11692.



M3TCM Approach

Audio Embeddings: Audio Spectrogram Transformer (AST), one embedding vector 
corresponding to each input utterance
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Gong, Y., Chung, Y. A., & Glass, J. (2021). Ast: Audio spectrogram transformer. arXiv preprint arXiv:2104.01778.



M3TCM Approach

Shared Layer: Self-attention layer operates across time and feature dimension on 
concatenated text, audio embeddings
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Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., ... & Polosukhin, I. (2017). Attention is all you need. Advances in neural information processing 
systems, 30.



M3TCM Approach

Classification Networks: Separate networks for therapist and client respectively
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M3TCM Approach

Multi-Task learning takes place via query-key interactions across client and 
therapist utterances in the shared self-attention layer
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M3TCM Approach

To counteract the unbalanced class distribution common in utterance 
classification, we make use of the focal loss
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Lin, T. Y., Goyal, P., Girshick, R., He, K., & Dollár, P. (2017). Focal loss for dense object detection. CVPR’17.



M3TCM Approach

Training:


(1) Fine-tune RoBERTa Large and AST on AnnoMI 
(2) Train full M3TCM model for 100 epochs; choose best model on val set 
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AnnoMI Dataset

133 unique youtube videos, >13k utterances


Topics: Reducing alcohol consumption, smoking cessation, weight loss, taking 
medicine, increasing physical activity,…


60

Reflection Question Input Other

34 % 36 % 16 % 14 %

Change Neutral Sustain

29 % 57 % 14 %

Therapist Behaviour Client Behaviour

Wu, Z., Balloccu, S., Kumar, V., Helaoui, R., Reforgiato Recupero, D., & Riboni, D. (2023). Creation, analysis and evaluation of annomi, a dataset of expert-annotated 
counselling dialogues. Future Internet, 15(3), 110.



Results
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Per-class and macro-averaged F1 scores



Results: Context size
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Conclusion

63

First approach to model three key aspects of utterance classification in 
motivational interviews: multi-task, multi-modality, conversation context 

Clear improvements over previous SOTA and ablation conditions


Future Work: integrating video, application to further scenarios with asymmetric 
conversation roles



Multi-modal emotion recognition with LLMs

64

Zhang, Y., Wang, M., Tiwari, P., Li, Q., Wang, B., & Qin, J. (2023). Dialoguellm: Context and emotion knowledge-tuned llama models for emotion recognition in 
conversations. arXiv preprint arXiv:2310.11374.



Regulated Emotions

65

Image a job interview.


Interviewer: “Where did you buy your outfit? It really does not suit you.”


Interviewee: “Oh, haha I think I wanted to try out something different!”

Shame is usually not displayed directly, but regulated 
according to internal processes and social display rules.



The Deep Method for Modeling Shame

66

Schneeberger, T., Hladký, M., Thurner, A. K., Volkert, J., Heimerl, A., Baur, T., ... & Gebhard, P. (2023). The Deep Method: Towards Computational Modeling of the Social 
Emotion Shame driven by Theory, Introspection, and Social Signals. IEEE Transactions on Affective Computing.



Deep Corpus
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Human-agent job interviews


Ten participants


Two shame induction situations


Post-interaction interviews 
(“Verbalised Introspection’)


Expert annotations

Schneeberger, T., Hladký, M., Thurner, A. K., Volkert, J., Heimerl, A., Baur, T., ... & Gebhard, P. (2023). The Deep Method: Towards Computational Modeling of the Social 
Emotion Shame driven by Theory, Introspection, and Social Signals. IEEE Transactions on Affective Computing.



Deep Corpus: Regulation Strategies
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Regulation strategies for the emotion shame

Schneeberger, T., Hladký, M., Thurner, A. K., Volkert, J., Heimerl, A., Baur, T., ... & Gebhard, P. (2023). The Deep Method: Towards Computational Modeling of the Social 
Emotion Shame driven by Theory, Introspection, and Social Signals. IEEE Transactions on Affective Computing.



Deep Corpus: Annotations
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Schneeberger, T., Hladký, M., Thurner, A. K., Volkert, J., Heimerl, A., Baur, T., ... & Gebhard, P. (2023). The Deep Method: Towards Computational Modeling of the Social 
Emotion Shame driven by Theory, Introspection, and Social Signals. IEEE Transactions on Affective Computing.



Our Approach

70

Accepted at ACII’24

Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Our Approach
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Construct multi-modal prompts


Instruction-tune LLM with Low Rank Adaptation (LoRA) to predict Emotion 
Regulation strategy


We utilised Llama2-7b and Gemini models

Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Prompts
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Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Bayesian Network Baseline

73

Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Results
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Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Results
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Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Conclusion

76

LLMs appear to be able to make use of verbal and nonverbal behaviour to 
recognise emotion regulation strategy


Open question (at least for me): To what extent are they really combining their 
general “world knowledge” with the prompt to solve the fine-tuning task? E.g. do 
they use knowledge about nonverbal behaviour?


Llama without instruction tuning extremely biased


Small dataset - generalisation might be limited

Müller, P., Heimerl, A., Hossain, S. M., Siegel, L., Alexandersson, J., Gebhard, P., ... & Schneeberger, T. (2024). Recognizing Emotion Regulation Strategies from Human 
Behavior with Large Language Models. arXiv preprint arXiv:2408.04420.



Future Work
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Improving the link between text and nonverbal behaviour


Be able to answer questions about nonverbal behaviour in context


How to make machine interpretation of your behaviour transparent to you?


Transfer to low-resource scenarios, e.g. medical data in Georgian


Link physiological data to conversation context


Establishing common evaluation datasets and protocols



ACM Multimedia Grand Challenge “MultiMediate”
MultiMediate’21: 


• Eye Contact Detection


• Next Speaker Prediction


MultiMediate’22:


• Backchannel Detection


• Agreement Estimation from Backchannel


MultiMediate’23:


• Bodily Behaviour Recognition


• Engagement Estimation


MultiMediate’24:


• Multi-domain Engagement Estimation

78

https://multimediate-challenge.org/



Thank you!
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Brainstorming Groups: Business Application

80

Come up with an application case for multi-modal conversation analysis


Deliver a 3-minute pitch in which you present your ideas to the audience.


• What problem does it solve / what is the added value of your application?


• What technical challenges must be overcome (e.g. models, data, business 
aspects,…) in order to make your application a reality?


• How would you plan to overcome these challenges?



Brainstorming Groups: Research

81

Come up with a research idea combining today’s keynote talk with what you 
learned about multi-modal conversation analysis.


Deliver a 3-minute pitch in which you present your ideas to the audience.


• What is the research question, i.e. what knowledge are we lacking or what 
technical problem needs to be addressed?


• What experiments need to be conducted in order to find an answer to your 
question or to address the technical problem? 


• What data do you need for it? Do you need to record new data or are there 
existing datasets that you can use?


