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What is
Human Action Recognition?

Introduction




An example

* What does action recognition involve?

2012/03/26.PMO7:37:03
GardenNVR -




An example

* Object Detection: Are they Human?

2012/03/26:PMO7:37:03
GardenNVR: -




An example

* Action Recognltlon What are they domg’?

2012/03/26:PMO7:37:03
GardenNVR -




An example

* Full semantic understanding

This is a nursing home i
and a patient has fallen : =
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down. One nurse is | i,, 3
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Introduction: Video Understanding

Activity Recognition
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Classification of Video Clips into
Pre-defined Activity Categories

Activity Detection
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Localizing Pre-defined Activities
Temporally in untrimmed Videos

Understanding Activities in trimmed videos is thus important!




Action Recognition

Video classification task:

Input: A clipped video (a sequence of frames)

Hugu\

Network e; embedding
\{
“Run” lyi: Run

Output: An action label



Action Recognition

Problem statement:

+ Let's assume that we have a set of videos V
and a set of corresponding action labels L.

« We assume that each video V €V contains
only one action [y, .

* Thus the goal of action recognition problem is
to predict the label [, based on a video
representation V.

b |
Vp, ly 2 Sit down

Vs, Iy, - Pour grains
31 "V, 9 To learn compact and discriminative video

representations for the task of activity
classification.




Outline : Human Action Recognition

* [ntroduction

« Action Recognition Datasets
 Toyota Smart-Home

 Different Modalities
 RGB, Optical Flow, 3D Poses

« 4 Attention Mechanisms for Action Recognition

« 3D Pose guided Attention : P-I3D, Separable STA, VPN, VPN++
« Transformers



Section 1

Action Recognition Datasets




Activity Recognition for Daily-living activities

Answer phone Drive car
Y

Web and movies datasets:

(Klnetlcs UCF101, ActivityNet,... ) 'o)'l.,-A
Large number of classes “{w\

« High inter-class variation e B W=

« Camera motion

« Different environments

* Short actions Sit down

W 1 -y
vy
i

Different challenges compared to
Fine-grained video datasets:

(Toyota smart home, Dahlia, NTU,...)
* Real-time recognition

High intra-class variation

Low inter-class variation

Same environment, background

Long and Composed actions

Need to model spatio-temporal relations




Categories of Fine-grained Action Videos

Specific Sports

wheelchair basketball: 0.829
basketball: 0.114

Instruction videos

‘))) Start by loosening each bolt. Then locate the jack and lift the car. Now you can remove
the bolts and then the wheel.

‘,)) First undo the nuts. Once that done, you can jack the car. Then withdraw the nuts completely
so that you can remove the flat tire.

Ego-centric




1

4
Challenges : Activities of Daily Living (ADL)

How to handle time? How to learn view-invariant representations?

Use microwave

pour grains sitdown

How to learn representations for
recognizing fine-grained actions?
Interacting with objects? How to disambiguate similar appearance actions?

Cut bead Use tablet Wear a shoe Taking off a shoe

L d

: informatics g”mathematics



Daily-living Dataset Description

NTU RGB-D (NTU-60 / NTU-120)

dataset, one of the largest
available human activity dataset.

U 58K/ 114K videos
U 60/ 120 actions
U 40/ 106 subjects
U 80/ 155 views

A

human activity

possessing real-world challenges:

Toyota

Smarthome dataset

(TSITSU).

U 16.1K videos
U 31 actions
U 18 subjects

U 7 views

Stand Up

dataset -

Pk up with Ong Hand Pick up with Two Hands

A small-scale

object-interaction
human action recognition dataset:

Northwestern-UCLA  Multiview
Action 3D dataset (NUCLA).

U 1194 videos
U 10 actions
U 10 subjects

U 3 views

L d

: informatics g”mathematics



Section 2

RGB based Deep Networks
for Action Recognition

: informatics g”mathematics



CNN: Video Classification

2D CNN: feature extraction + classification

— Feature-Aggregation

Video-level features (F)
Frame-level Features

2D CNNs - VGG, I\;«Iai Pooling
ResNet, Inception = max(f;)

Min Pooling

F = min(f;)
l - T Mean Pooling » » Drink
i 1ﬁ

F =Z2=10

Feature Extractlon
Max - Min Pooling

F = concat(max(f;)(min(f;))
7. - -

video representation = set of features



CNN: Video Classification

Inception Module

Filter _
concatenation

I il T

1x1
convolutions

3 X3 5X5 12¢]
convolutions convolutions convolutions
4 4 4

1X1 1X1 53X
max pooling

convolutions convolutions

Pervious layer




CNN: Video Classification

13D Network [CVPR’17]

Inception Module (Inc.)

Rec. Field: Rec. Field:
F 4% b B B 11,27.27

(XIX!

Video
stride 2
Rec. Field:
23,75,75
[ Yo fos b ool \|| —
Inc. | | Inc. J L Inc. }\ Inc. '] .~—1 Inc. _|
Rec. Field: Rec. Field:
59,219,219 99,539,539

’ Inc. i Inc. H Inc. ‘—“‘ Predictions

Same structure as 2D CNN (GoogleNet!)



Activity Recognition for Daily-living activities
3D CNN: Approaches based on RGB

Learning spatio-temporal features with 3D ConvNets (Tran et al., CVPR 2015)

N

RGB images
(TXM XN x3)

Spatio-temporal kernels

3D ConvNets

Visual Classifier
feature
map
— f E— — Prediction

/ (txmxnxc)

— 3D ConvNets like 13D, ResNext3D-101, slow-fast network, X3D

L d
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Section 3

Modalities




Two-stream Network [NIPS'14]

« Using multiple modalities as input!

« RGB: One image randomly sampled from the video.
(Spatial: encodes object/appearance information)

 Flow: 2L optical flow images from a video. (Temporal:
encodes short-term motion)

224 x 224 x 3

Spatial stream ConvNet

W conw || comvd || convd | conwB fullé full?

B | | Iedf 2 || JalinB 2 | | dndwfi2 || 4098 2048

sinde . sinoce 2 || simae 1 =inde 1 SILD;"L dropoan || cropaut
2l 22 Just Fuse
Temporal stream ConvNet the Score

full?
2048
dropout

convd | convd || Tullé
JudxBNE || a1z || 4086
stride 1 || siride 1 || dropout
peond 22

W conw || comvd
Bttt | | Bt 12
stide 2 || siride 2 || siride 1

. || oo 2x2

224 x 224 x 2L



Two-stream Network [NIPS'14]

Drawbacks:
 Temporal information is not encoded along space.

* Long-term motion is ignored!

Spatial stream ConvNet
eanv || eonvd || convd || conws || fums || full? I-unrrm‘

Borflor 008 || 1 2 | | BB 2 | | Al 2 4058 2048
singe 2 || stride 1 || stide 1 || sind= 1 || dropeas ||| drogout
ORI pool 262

pool 212

Temporal stream ConvNet

W conv? || convd || convd || convd fullé TullT ||Eofima
Lt | P P | RERELE ) Sl | T 2048
sinde 2 || stride 1 || sinde 1 || sinde=1 || dropout || dropout
L || e 252 pool 262




Multi-Modal : Video Classification

State-of-the-Art : RGB + Optical Flow

C=51
r=
Action
T L, ne = CrossEntropy (s, ... 0)
* t ”l -If"‘.'-'.'-|:= _f'r Flow P
3D ConvMet | 3D ConvNet |
t Distillation -
C=32 C=32 C=32 C=32
][[{ [[I Flﬂlnl'E r=4 r=1 r=2 r=1
(bea:her!:
Flow - g / I
Images Optical Frames; o & | | %58 c=% || c=3
1toK Flow 1 to K
/ Frozen weights \ / \ /
L RGB Flo

W

(a) Two-streams in 13D
(Carreira et al., CVPR 2017).

Late fusion of RGB and
Optical Flow streams.

(b) Teacher-student network in

MARS (Crasto et al., CVPR 2019).

Knowledge distillation from Optical

flow stream to RGB stream.

(c) NAS in AssembleNet
(Ryoo et al., ICLR 2020)

NAS to combine Optical flow
stream to RGB stream.

Less attention has been given to combine Poses with RGB

8/13/2024

24



Multi-Modal : Video Classification

Different input modalities : RGB based and others: Audio, Text, Depth image,
Bio Signals (EEG, ECG, EDA, HR) ...

-

RGB Depth Optical Flow 3D skeleton

Complementary Nature

T3 111

Open fridge Open cupboard

Filtering the noisy appearance patterns
Help capturing the body motion

Sit down



Estimation of 3D Poses - Skeletons

Poses computed from RGB images

\
( \
]
k 5 &
3D poses captured using Kinect 3D poses computed using 3D poses computed using
(Shotton et al., CVPR 2009) LCRNet++ (Rogez et al., TPAMI 2019) VideoPose3D (Pavllo et al., CVPR

2019)

Robust to illumination changes, view-invariant, and
provide geometric information associated to actions.

8/13/2024 26



Multi-Modal : Video Classification

Pipeline ]
Flow 1
Camera Flow
Estimation (TVF1, FlowNet...)
Algo
RGB

Scene Camera: Deep NEt

Kinect

Estimation (LCRNet, Openpose...)
Camera

Algo

H— 1
=11
~ 1 4
= 1
‘\Vb
S

| —— S



Multi-Modal : Video Classification

Total Pipeline

Flow
Camera

Camera

Scene

Kinect

Flow
Estimation
Algo

Network

J

Pose

Estimation
Algo

ﬁ 4| Networkl_.

__[Network}_.

Score

Final
Prediction

[Use fridge]



A Unified Framework for Real-world Skeleton-based Action Recognition

Skeleton based Action Recognition

Skeleton modeling

1 CinXTXV

L i e
—»mv»
mv.

Cin

Input skeletons



A Unified Framework for Real-world Skeleton-based Action Recognition

Approach: Spatial processing (S-LSU)

il B __ oEl ol
P
s ol -
Res (1 x 1) " =
3
1 CnXT X1V '¢ 3 g 1.
: Conv2D  Relu
CinXT XV " 1 1)
m - 00 !
m 00 out
Cin il S W)
4 2
D
(tV xtV) 214
D -
L >
o ¢
‘.< 10
3 .
N =
fout = S-LSU(fin) = ) B - (fin x (Wi + A;)) 2%



A Unified Framework for Real-world Skeleton-based Action Recognition

Pre-training Dataset: Posetics

Real-world actions with skeletons

Reconstruction

Input
L
" - -
w I
ﬁ YRR S/

Reconstruction

Input




Toyota Smart-Home
Large scale daily living dataset

e W

Action Detection 1in Untrimmed Video

[ TP ] [ FP ] [ FN ]
Correctly Wrongly Miss
Detected Detected Detected

Take_pills



Section 4

RGB based Deep Networks
for Action Recognition with
Attention




Activity Recognition for Daily-living activities
3D CNN: Approaches based on RGB

Learning spatio-temporal features with 3D ConvNets (Tran et al., CVPR 2015)

N

RGB images
(TXM XN x3)

Spatio-temporal kernels

3D ConvNets

Visual Classifier
feature
map
— f E— — Prediction

/ (txmxnxc)

— 3D ConvNets like 13D, ResNext3D-101, slow-fast network, X3D

L d
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Several Attention Mechanism:

Primary purpose of Attention: To imitate
human visual cognitive systems and focus on
essential features. (or) Learn how to pick
relevant information from input data

Key Idea: To focus on the significant parts in

The girl is drinking water from a bottle

an image and suppress unnecessary
information.

CNN with Attention: are used to make CNN
learn and focus more on the important
information, rather than learning non-useful

» Isn't this enough for an inference?

b a C kg ro u n d i n fo r m at l O n . Focus in the Spatial space is required!

Time -1

Time-2 | Time-3 Time-4 | Time-5 Time6

T

Original Image Grad-CAM “Cat’ Grad-CAM ‘Dog’

Spatial Attention

Temporal Attention

: informatics g”mathematics




Several Attention Mechanisms:

® Squeeze-and-Excitation Attention
(Channel Attention)

® Convolutional Block Attention
Module (Channel + Spatial
Attention)

® Self-Attention

® Spatial-Temporal Attention

Xiaong et al., (AAAI 2018)

: lllllllllll s #” mathematics



Activity Recognition for Daily-living activities
CNN : Approaches based on Self-Attention

Self-Attention Block

/ Que TXT \

W) — ) . .

Cont : Or=nxAititli - gelf-attention
= ‘ extracts weight-map from itself (without
oltmax 0

4. Key S¥ external information).
Wk )
CxT CBXT CF. CxT o
™ A normalizing process
e e Find one-to-one relations (correlations)
) between features at each time point
CxT
@ Add ¥ ) Weight gamma

Matrix
k ® multiplication © convixt  §/ Transpose /

X.Wang, R. B. Girshick, A. Gupta, and K. He. Non-local neural networks. CVPR 2018




Activity Recognition for Daily-living activities
3D CNN : Approaches based on RGB

RGB based self-attention mechanism (Wang et al., CVPR 2018)

|r|w||||5.|w| ||I-.||||

Iy cl'l'l: W IE2d

"Make coffee (pour grains)” Visual f
¥ E backbone
' "'- ' Classifier
Non-local |—> ! ’ = Prediction
f f "Make coffee
Modulated (pour water)”
Visual Visual
feature feature
o map

RGB images

» Computes attention of each pixel as a weighted sum of the features of all the pixels in the space-time volume.
» Relies too much on the appearance of the actions, i.e., pixel position within space-time volume.

Drawbacks:

» Too rigid Spatio-temporal kernels to capture salient features for subtle spatio-temporal patterns
» No specific operations to help disambiguate similarity in actions.

» 3D (XYT) CNNs are not view-adaptive. -

: informatics gFmathemat ics



3D Pose guided Attention Mechanisms
for Action Recognition

Input: RGB images
3D Poses
Output: Action Labels

RGB images

SNENE

Action Recognition Framework

backbone

C3D, 13D,
ResNet 3D

f
Video

N\

Transfer
Knowledge

>

LSTM, GCN, Unik
Pose driven

attention
network

3D Poses

» either from Kinect or RGB

Classifier

Multiplication, feature] Actions
aggregation, GAP,
Softmax

1. Attention Mechanism
2. Knowledge Distillation




Activity Recognition : Feature Selection
Parts based 13D (P-I3D) [Srijan WACV19]

To address low inter-class variation: we propose new combination of Deep Features:
Attention Mechanism to learn the attention weights along 3D joints for the action features

depending on the current action

A Spatial
A ‘. Attention

o0&
2k
suonaIpald

RGE videos
with extracted
Body Parts

~

|; ﬂ ;\ior;r;alize |

_Tanh
_t Attention Mechanism:
joint training of the 3D

LSTM1
A

—— b
=% P4
*= Al insermones ; #F mathematics
J UA—

3D skeleton




41 .. - :
Activity Recognition : Feature Selection
Parts based 13D (P-I3D) [Srijan WACV19]

Drawbacks

 Body part Representation is not a flexible representation for
human actions

« Costly in terms of # training parameters

« Temporal attention is missing.

How should we incorporate temporal attention in the current framework?

V 4
formatics g¥mathematics

esia



3D Pose guided Attention Mechanisms
for Action Recognition [Srijan ICCV19]

Separable Spatio-Temporal Attention (STA)

(m % n) Spatial Attention weights

Separable
spatio-temporal
attention module

Predictions

"B
Convolutional feature :
— ap from 130 GAP Attention network
L——" 13D base
) — ) Separable / \
P — —F= T
) | AL = spatio-temporal
3 \ attention module

5 e
Skeleton input (t) Temporal Attention weights

i - - o X

= /10 LA 2o o = (m x n) Spatial
3 3 ' » =H=ai= % s Attention weights

219 |9 | |ullF
Skeleton input 5

> 1 CREEEN

/ (t) Temporal
\ / Attention weights

-

: informatics g”mathematics



3D Pose guided Attention Mechanisms
for Action Recognition (VPN) [srijan ECCV20]

Video-Pose Network (VPN)

Video Representation

"Make coffee (pour grains)” Visual Modulated
I ' backbone Visual
features
- VPN — f’ ’ = Prediction
f > "Make coffee
(pour grains)
Visual \ - -
L features \, S ——
f
ff
P N AST
P_ Pose *| spatio-
| e
K Attention Network \ VPN
\
= 0
53
o]

”



Rethinking Video-Pose embeddings VPN++

5

fL

£5

Accuracy (in %)

45

40
0.1

* Video-Pose models (like VPN) rely on the
availability of 3D Poses.

* Model inference time is significantly higher
than RGB based methods.

8/13/2024

Accuracy vs Time on Toyota Smarthome

(N
dbe Fusion |~ VPN
ok + POses AMtention

Simonyan et al., CVPR 14 Mechanisms

RGE + Posas
e Proses
5, el e
Shi et al., CVPR 19
A
Carreira et al.,, CVPR 17 E&zE + Posas

Perez et al., CVPR 2019

i.0 5.0 64,0 65,0
Average Time per video {in seconds)

44

What is the best way of transferring
cross-modal knowledge?




Rethinking Video-Pose embeddings

Accuracy vs Time on Toyota Smarthome
75

VPM++
WGE [+Poses) VPN++ + Poses
- Lake Fusion ——‘*

™ | * | e + Poses

N VPN-F
65 AGE (+Poses) .
- .___‘ =-'; A [wln ______-' ‘HIFN
ai &0 =l + POses Artention
= VPN-A . Simonyan et al., CVPR 14 Mechanisms
E Attention Distillation ’ RGE + Poses
[ B [ +Poses)
§ ) @RGE @ Poses
< Shi etal., CVPR 19
50) Carreira et al., CVPR 17 |-_--. '- .,;_' 1_ _.
Yl 4+ Foses
Perez et al., CVPR 2019
45
40
.1 i.0 R 64,0 &5.0
Average Time per video (in seconds)
» We introduces VPN++ that explores the
concept of knowledge distillation to infuse
pose stream into RGB stream. .

8/13/2024



Rethinking Video-Pose embeddings

1. Feature-level distillation (VPN-F)

Positive

Negative

Positive

* Positive-negative pair construction

* Supervised Contrastive Distillation

8/13/2024

g RGB _ Y.
c® | backbone |- - S
= RN
= \
\.
S e
o) Er(Vi) I\
% Pose J> Feature
o 5| backbone \%(Pi)/ Distillation
0O |Teacher Network -~
™ \Frozen weights
1 .
Lscp = BN z log[Tr (P;), Ep (V)] +
Z log(1 — [Tr(P;), Er(Vil})
JFi
] e Tr(FPi)TEp(V;)
where [Tr(F;), Er(Vi)] = eTr(POTER(V:) 1+ A



Rethinking Video-Pose embeddings

2. Attention-level distillation (VPN-A)

Teacher-Student choice

* Teacher — VPN (Pose driven attention
network)
* Student — RGB + self-attention block

Where and how should you distillate?

e Attention or modulated features!
(To learn the modulated features, you
need to learn the attention weights)

e Contrastive training or Collaborative
training!
(learning attention is an iterative process)

RGB £ — |Self-attention
backbone s Block
1
I
I
!
-y =~ ~
7| Eq (A
( 4@ 7\ ttention
Distillation

VPN*

Teacher
Network TA(V',P' ‘D_’ Yj"

Lp = [|[AF - Ea(As)|?



Rethinking Video-Pose embeddings

Comparison to the State-of-the-art

B proposed models

Action classification accuracy (in %) on Toyota Smarthome dataset

mmmm Acton Cossieatonacuay (o BUc ) datase:
3
e el Vethods | 0sta | Aw | Vi,

HPM+TM [Rahmani et al., CVPR, 2016] Depth X 91.9
AGCN-]J* [Shietal.,, CVPR 2019] v X x 49.5 50 :

View-invariant [Liu etal., PR, 2017] Pose X 86.1
DT [Wang et al., CVPR 2011] X v X 41.9 23.7

Ensemble TS-LSTM [Leeetal, Iccv, Pose X 89.2
13D [Carreira et al., CVPR 2017 ] X v x 53.4 45.1 2017]
13D + NL [Wang et al,, CVPR 2018] « v v 53.6 43.9 I3D* [Carreira et al., CVPR 2017 ] RGB X 86.0

R [Baradel et al., CVPR, + Pose v .

AssembleNet+ [Rvoo etal, ECCV 2020] « v v 636 - glllgr]npse Cloud RGB + Pose 90.1
NPL[Piergiovanni et al., CVPR 2021] X v X _ 54.6 P-13D RGB + Pose v 931
P-13D v v v. 540 487 Separable STA RGB+Pose v 924
Separable STA v 4 v. 542 503 VPN RGB + Pose v’ 935
VPN v v v 60.8 535 VPN++ RGB + Pose v 91.9
VPN++ o) v v 69.0 549 VPN++ + 3D Poses RGB + Pose v 93.5
VPN++ + 3D Poses v v v’ 71.0 58.1



Going Beyond Video-Pose

Can we generalize VPN++ over other modalities?

VFN++ - Combining RGB and Optical Flow

St SH NTU-60 NTU-60 .. .
ream ) (CS) V) VPFN++ - Combining RGB, Pose and Optical Flow
RGB 534 85.5 87.3
oF 518 857 928 Fusion SH NTU-60 NTU-60
+ ; . . - 5 ~
MARS + RGB [50] 58.1 88.2 929 — (Cb) (Cb) ((‘V)
) VEN++ 59.0 90.1 934 RGB + OF + Pose 64.4 90.2 95.9
=) VFN++ + OF 664 946 97.2 VPN++ 69.0 91.9 94.9
Effectiveness of Video-Flow Network++ VPEN 69.7 92.1 95:5
representation using our SCD loss VPEN + Pose 74 L4 95.1 98.2
VPEN + Pose + OF 72.9 96.7 99.1

TABLE 12: Combination of RGB, Pose and Flow modalities
into a single model. Here VPFN is VPN++ + FARS.



Action Detection Framework

Temporal

Encoding ) Modeling Frame-level
RGB
Video— (3D Conv |— || — [ SR J—» | Classifier |—
Model

Action labels



Temporal Modelling/Encoder: MS-TCT

T T n—1
[ @ N o —XyD = XY= D)
. [ 1 x D, T x D, Stage TxD Stage 2 Stage on—1
vee B — > > o —_— e - >
| ‘ 1 2 N Temporal
T ] _ Encoder

Modelling  Modelling

multiple scales.

8 frames
T.‘
¥.»
5 s It e O o
— I
1 ' ) - I Hierarchy
8f I P
rmes Visual Encoder  Tokens I Structure Transition
I A f
|
_ _ | émllmral Global-Local Rplational Bl ck\
Temporal merge block introduces temporal hierarchy | Merge % B
(T-Conv., Stride 2) : Block Global Local
|
. . . I . g N
Multi-head Attention and Convolution are used for | = g8 sl 2]] 5
. | e) = v || ol ©|w >
temporal modelling I &) = g ENOo[48
| H' S < %
. . o, . |
Linear layer is for transition between two layers : NG l l 74
|
Modelling Global and Local temporal relations at : Global Local
|
|

Temporal Encoder Block

. Dai, S. Das, K. Kahatapitiya, M. Ryoo and F. Bremond. MS-TCT: Multi-Scale Temporal ConvTransformer for Action Detection. CVPR2022.



Action Detection Framework

: Temporal
Encoding ) Modeling Frame-level
RGB
Video— (3D Conv |— || — [ S BT J—»  Classifier |]—
odel
Transfer Action labels
Other B Knowledge

Video — ( 3D Conv | —

modality [
—

Sequential | . —_
Model J [ Classifier ]

How should we leverage the modalities in action detection?

1. Early or Late fusion

2. Attention-based Guidance

3. Knowledge Distillation (other modalities only at training time)



Action Detection Framework

Extension of VPN++ for long untrimmed videos

Eat Sandwich I Drink water

I

Augmented RGB — RGB stream hallucinating Poses / OF.

)
LAtomic
Lgiovar
Charades PKU-MMD TSU-CS TSU-CV I
Teacher-OF | 186 684 294 175 Boundary
Teacher-Pose 9.8 65.0 26.2 22.4
Vanilla-RGB 22.3 79.6 29.2 189 0000 Van S e P e
Two-stream RGB + Pose 23.0 82.9 32.6 237
Two-stream RGB + OF 24.8 834 33.5 19.5 ( )
Pose Augmented RGB 232 84.7 324 23.6 Optical
OF Augmented RGB 24.6 85.5 32.8 19.3 Flow
Pose + OF Augmented RGB | 24.9 86.3 33.7 23.8 \ )

Rui Dai, Srijan Das, Francois Bremond, "Learning an Augmented RGB Representation with Cross-Modal Knowledge Distillation for Action
Detection”, ICCV 2021.



3D Pose guided Attention Mechanisms
for Action Recognition

Conclusion

VPN : effective strategy to exploit 3D poses to guide RGB cues for recognizing Activities of Daily
Living (ADL) in real-world scenarios.

» 3 variants of spatio-temporal attention mechanisms for the recognition of ADL.

> The codes and models are available at https://github.com/srijandas07. The inference time of
these models are close to real-time given the poses.

VPN++ : effective strategy to exploit 3D poses when poses are not available at inference time.

» These models have been evaluated on four public datasets achieving state-of-the-art results.

For datasets with Laboratory settings, the accuracy is > 92%
For real-world datasets, the accuracy is up to 69%

what about the rest 31%?

54


https://github.com/srijandas07

Section 4

Transformer




Vision Transformer

Transformers are based on Self-Attention o
- Positional Encoding —
((GasENom}
. . Feed
- Multi-head attention = iyl
r N
- Feed Forward VT
Feed Attention
Forward f YU Nx
- Outputs [
Nx (—)-l Add & Norm l Y
Multi-Head Multi-Head
Attention Attention
) N T
L_ J \ _'JJ
Positional o) Positional
Encoding y & Encoding
Input Output
Embedding Embedding
Inputs Qutputs

(shifted right)



Vision Transformer
Multi-head Attention

Linear l

[ Concat

) {t

Scaled Dot-Product
Attention




Vision Transformer

Transformer and Convolution

Transformer layer Convolution layer

....\. ../l\...

Pros:
Global relation
Attention enhanced

Cons:
More Flops
Loss location info



Vision Transformer (VIT):

In ViTs, images are represented as sequences, and class

labels for the image are predicted, which allows
models to learn image structure independently.

How ViT works?

Split an image into patches (Tokenize)
Flatten the patches

Produce lower-dimensional linear embeddings
from the flattened patches

Add positional embeddings

Feed the sequence as an input to a standard
transformer encoder (for interaction among
tokens)

Pretrain the model with image labels (fully
supervised on a huge dataset)

Finetune on the downstream dataset for image
classification

Patch + Position
Embedding

* Extra learnable
[class] embedding

|
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Vision Transformer (ViT)

MLP
Head

[

Transformer Encoder

|
-dddaeddden

Lmear Prolecuon of Flattened Palches

Transformer Encoder

Multi-Head
Attention

Embedded
Patches



Transformer
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Vision Transformer

VIiT vs. CNN:

ViT has more similarity between the representations obtained in shallow and deep layers compared
to CNNs.

Unlike CNNs, ViT obtains the global representation from the shallow layers, but the local
representation obtained from the shallow layers is also important.

Skip connections in ViT are even more influential than in CNNs (ResNet) and substantially impact the
performance and similarity of representations.

ViT retains more spatial information than CNN.
ViT can learn high-quality intermediate representations with large amounts of data.

ViT is more Scalable and Efficient compared to CNN.



Attention Mechanisms
for Action Recognition
Future Work

» Towards understanding human object relationships (better visual features)

*  Better visual base network (e.g. ViViT? VideoMAE? DinoV2? VifiCLIP?)

* handling the spatial resolution (super-resolution) which is crucial for real-world ADL recognition (object)
*  End-to-End training for the visual encoder (e.g. memory bank, adapters)

- > spatio-temporal context by encoding human object relationships

» Towards multi-modal video representation
* Going beyond RGB + one modality: + depth, optical flow, 3D poses, audio, text, physiological, etc.

» Towards unsupervised video representation

Pre-trained the model to do complicated tasks by self-supervision/ contrastive learning/ masking
* learning the synchronization between RGB & Poses (i.e. common subspace)

* Video MAE Mask Auto-Encoder

» Real-World Activity Detection is the next step!
— Extending Temporal Model for activity detection
utilizing 3D poses for precise prediction of starting and ending of an activity,
new models (i.e. mamba).
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Questions ?




