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Abstract

This paper presented a study of evolutionary programming for the optimization of a supply
chain network management. Decision making in distribution management and logistics is often based
on collective behavior modeling of multi-agent systems. The supply chain was modeled as agent-
based system for optimization of costs related to stocking, manufacturing, transportation and shortage.
This is dynamic task, especially in a supply chain network that is becoming increasingly demanding,
with customers expecting their products to be delivered as quickly as possible and according to their
exact specifications. The main goal of this paper is to describe some views of multi-agent systems
behavior modeling. The key technologies, which are based on the paradigm usually called Collective
Intelligence of agent swarm, in which the system properties emerge from local interactions between
elementary actions of single agents.

Keywords: multi-agent systems. Ccollective behavior. Multi-objective optimization.

1. Background

Information technology solutions such as decision support systems based on simulation and
optimization systems are indicated as the way to directly support decision making on Supply Chain
Management. Group control of reconfigurable agent networks is fundamentally a difficult problem,
which can be based on use of principles of evolutionary programming in a monitoring and collective
control within a studied area. Supply chain management can include factors relating to inventory,
materials and production planning too in its concept. Logistics management is a part of the supply
chain management that plans and implements the flow and storage of goods, services in order to meet
the demands of the consumers. Supply chain network management takes care of the design, planning,
execution, control, and monitoring of supply chain activities with the sole objective of creating net
value and leveraging worldwide logistics. On the other hand logistics can be simply defined as the
management of the flow of goods and the services between the point of origin and the point of
consumption in order to meet the requirements of customers [1].
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Generally in logistics we have to deal with distributed systems. To support the demanding
management task the multi-agent approach offers promising perspectives. The theory of distribution
management, based on a multi-agent concept, can be applied for the planning and control of
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distributed systems in which a larger number of actors (individuals) and agents (software objects) have
to take decisions. System control as we have in mind for logistics systems embedded in a dynamic
supply chain network is a management task. Our envisaged application field is logistics. We define
logistics as the control of material, capital and information flow within an enterprise in view directed
towards their global goals. As to their formal structure logistics systems have a lot of similarities. The
purpose of the system is well defined, the goals are specified on a strategic and operational level. As to
material, information and capital flow within the system their routing has to follow given directives.
The logistics system is embedded in a dynamic supply chain network, where a permanent interaction
between the logistics system and the supply chain network takes place.

We are interested only in agent-based management system as decision support tool, where
agents in this tool propose solutions to well-defined decisions or take even decisions autonomously as
far as decision competence is delegated to agents. The link of the management system with its
logistics system to control can be realized in two ways, either to a representation in a simulation model
or directly to the real world system.

2. Related Work

In this section we discuss collective agents, where researcher have attempted to think up ways to
let agents cooperate with each other. A very concrete physical application area of collective
intelligence is collective agents. We look at three different (partially overlapping) areas of interest
within collective agents: swarm agents that takes the concept of swarming as its inspiration,
evolutionary agents that takes evolution as the mechanism for adaptability in agents, and behavior-
based agents where agents are programmed on the behavioral level.

Unfortunately unique approach to a problem of collective agents behavior modeling is not yet
formed because of applied diversity. Provisionally, a swarm system can be defined as a collection of
autonomous agents interacting with one another directly and locally, or indirectly (via changes in the
supply chain network), and which collectively solve some distributed problem.

One distinguish two types of multi-agents controls: swarm and collective. Swarm control
strategy, based on a Leader-Followers structure, assumes, that the members of group are not related
one to others informational, whereas collective control means, that objects of group have the
possibility of information exchange between them. Conditionally difference by completeness of
information (few or much) between swarm and collective can be represented as (Figure 2):

completeness of information
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Figure 2
3. Problem formulation

In this section we give a brief description of the two supply chain decisions strategies (a
centralized one and a decentralized one) dedicated for two different types of the behavior. In
centralized strategies, there exists a single agent that manages the agents. As regarding decentralized
strategies, management responsibilities are divided among the agents. As advantage of centralized
group management strategy we can consider the simplicity of organization and algorithmization.
However, this type of management is more applicable in cases of stationary structured supply chain
network. Further, casual death of dispatching will become the cause of entire systems failure.
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This section presents a formalization of the supply chain network agents collective decision
making problems complexity estimation. The current state of integrated system “Agent group -
Supply chain network” is a tuple [2]:

S(t) e (A(t), B(t), T (t), D(t)) (1)
where there is a group A of N agents A, (i =1, N) functioned in supply chain network B.

We can define the complete group of agents A under study as the vector-function:

A = (A, A1), Ay (1) - )
where N is the number of agents.

The condition of supply chain network around the agent A € A at time t, generated by the

stochastic demands (orders), can be determined by the vector-function:
B(t) = fe (B (1), B, (1)..... By (1)) ©)
where the elements B, (t) are the values of parameters of supply chain network defined by agents.

The problem solution of tasks distribution between agents A € A, (i =1,N) is related to the

information of targets as set of effectiveness estimation d; to make decisions D, (t) by A agent.

The total executing supply chain network management action as collective decision making processes
for agent group will be

D®)=> D, @

The current state of supply chain network management on interval [t,,t;] consists in
determination of functional estimating the quality of group management

S(t) = [ F(t, A), B(t), D)t 5)

with respect the conditions (that the states of supply chain network, supply chain network
configuration and agent group management actions).
The main problem of supply chain network management consists in determination such set of

management parameters {d, } for agents A € A on interval [t,,t;] (where t, — initial point of
time or before functioning of group A and t; — final moment of functioning of group A), when the
extremum of function (6), estimating the sum of weight coefficients or of effectiveness {d,, } between

every pair of subtask T, (I :1,_M) and agent A eA (i :1,_N) as quality of collective decision,
will be realized

M
Q(t) =D d;; — maximum (6)
1=1
with the requirements that the demand at each customer has to be satisfied.
In conclusion we can add, that collective management is always decentralized.

4. Metrics of Agent Group Behavior

In this section, we propose a number of metrics to evaluate the quality of multi-agent system
behavior from viewpoint of optimization. Hence, we define some number of metrics such as order and
entropy, which will help us in evaluation of performance of the swarming behavior. Further, they will
be utilized in comparing the performance of different behaviors achieved through setting agent
parameters or sensing characteristics to different values than the default ones.

In general, order, entropy and average angular velocity metrics are defined to measure the
alignment, positional order and energy consumption of the agent group, respectively. The average
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forward velocity metric is also utilized as a secondary measure of the energy consumption, and is
more convenient to use in some cases. Order (coherence or synergy) measures the angular order of the
agents. Entropy measures the positional disorder of the particle swarm. Entropy is used in a number of
classical approaches to clustering, as a means to drive the clustering process. This metric is calculated
by finding every possible cluster combination, finding Shannon’s information entropy of these clusters
and then sum them up. We consider as metrics the rate of certain contradiction or collision between

the vectors of control actions [3]. Each agent A (t) defines its own vector of control action, when the

given extremum of functional will be realized. In the end of the section, from viewpoint of multi-
objective or vector optimization , we can note, that this kind of problems can be resolved successfully
using Artificial Intelligence techniques.

In the case of Artificial Neural Network method application, we are required to calculate the
estimation of the weight coefficients of the neural synapses W, (t) each agent A € Aas [4]:

5 (1)

Wi (t) = N (7)
Zi:lsi ®
A sigmoidal neuron computes an output value according to:
N N
S(t) =D AW (1) =S =3 ATi(t)w,(t) (8)
i=1 i=1

And finally we introduce the formulation of entropy, an application of Shannon’s information
entropy metric to agent groups that provides a quantitative measure of agent group collective behavior

[5].
N Opt Opt
T T S S
i=1

100, (—) ©
Zi=lsi (®) Zi=1si (®)

5. Supply chain optimization technique

In this section, we propose Particle swarm optimization (PSO) as a new population based
optimization technique, which can find very good solutions efficiently and effectively in a virtual
search space. The original PSO algorithm is discovered through simplified social model simulation.

According to the literatures overview, it’s easy to know that the canonical PSO model consists
of a swarm of particles, which are initialized with a population of random candidate solutions. Each

particle has a position represented by a position-vector X; (i is the index of the particle), and a velocity
represented by a velocity-vector v; [6].

The swarm is defined as a set: X = {xl,xz,---,xN } of N particles or individuals (candidate
solutions), defined as:
X, = (X, Xy, X ) €A, i=12,---,N
where A is the searching space.
The particles are assumed to move within the search space, A, iteratively. This is possible by

adjusting their position using a proper position shift, called velocity, and denoted as:
Vv = (Vil’ViZ’”'7Vin)T1 i=12,---,N
Velocity is also adapted iteratively to render particles capable of potentially visiting any region
of A. If t denotes the iteration counter, then the current position of the i-th particle and its velocity will
be henceforth denoted as X, (t) and v, (t), respectively. Velocity is updated based on information

obtained in previous steps of the algorithm.
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This is implemented in terms of a memory, where each particle can store the best position it has
ever visited during its search. For this purpose, besides the swarm, X, which contains the current
positions of the particles, PSO maintains also a memory set:

P:{Pl’PZ’“"PN}
which contains the best positions:
Pi:(PiUPiZ’”.’Pin)TEA! i:1!21"'!N

ever visited by each particle.
These dynamic parameters are defined as:

V; (t+1) = v, (0) +cn (B — % (1) + ¢, (Py — X, (1) (10)
X;; (t+1) = x; () +v;; (t +1) (11)
i=12--N, j=12,---,n
where t stands for the iteration counter;
I, and r, are random variables uniformly distributed within [0,1];
c,, C, are weighting factors, also called the cognitive and social parameter, respectively.

At each iteration, after the update and evaluation of particles, best positions are also updated.
Thus, the new best position of X; at iteration t+1 is defined as follows:

P (t+1) = {xi (t+1), if -f (x;(t+1)) < F(P(1)),
P.(t), otherwise

Based on the PSO paradigm, dynamic behavior of multi-agent system, cooperatively managing
a supply chain network, each particle can apperceive the “Agent group - Supply chain network” state
and make some decisions to modify its behavior intelligently. Each of particles represents a potential
solution (or decision of multi-target distribution) to an optimization problem. The goal of algorithm is
to converge to the global (over the search space ) or local (into the particular cluster) optimum of a
target function.

The presented approach is a distributed algorithm that partitions the supply chain network into
a set of locally clusters. This is achieved by deriving a set of weight coefficient or estimation of
effectiveness d, between every pair of subtask T, (I=1,M) and agent A € A, (i =1 N) within
the locality of each subset for selecting the best node of its neighborhood to become its leader. We
envisage every the values of decision or management D, (t) as the “velocity” of each particle in given
iteration. Moreover, the each pace is varied inversely of particular velocity.

(12)

6. Conclusion

This work is motivated by the idea that supply chain network management and logistics, should
be realized by the distributed multi-agent systems. Relevance of problems is particularly pointed by
the supply chain network dynamism of the shape of fitness function landscape, which consists of a
number of peaks of changing with and height and in stochastic processes.

We have discussed the behavioral modeling of multi-agent systems, especially the case of
decentralized collective management strategy, when each agent defines its own vector of decisions
singly with a glance of its own position, the state of supply chain network, and the control actions of
others agents, that is agent group make decision cooperatively. Entropy based metric to agent groups
behavior has discussed.

From viewpoint of multi-objective optimization in multi-agent systems, it was noted, that this
kind of problems can be resolved successfully using PSO techniques, including Artificial Neural
Network method.
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MOAXO0J K ONTUMM3ALIMA HENEN IOCTABOK JIJISI
NMPUHATHUA PEIHEHUSA
Hepusanze M., Menapumsunu b., Ixxanenunze I'.
I'py3uHCKUI TEXHUYECKU YHUBEPCUTET
Pe3tome

IlpencraBieHo wHccneOBaHHME 3BOJIOLMOHHOTO IPOrPAMMHUPOBAHUSA ISl  OONTHUMH3ALUU
VIOpaBJICHHUSI CETHhIO IeMel MOCTaBOK. lIpwHsTHE peleHuss B YIPaBICHWH paclpelelicHueM |
JIOTHUCTHUKE YaCTO OCHOBAHO Ha MOJEIHUPOBaHHE KOJJICKTHBHOTO IMTOBEICHHUS CHUCTEM MYJILTHATCHTA.
Iens mocTaBok ObLIa CMOJCIMPOBaHA KaK areHTHO-OPUEHTHPOBAHHAS CHCTEMa JJIs ONTHMHU3ALUN
3aTpaT, CBA3aHHBIX CO CHAa0XKEHHWEM, IMPOU3BOJCTBOM, TPAHCIIOPTUPOBKOHW M ACPHUIMTOM. IDTO -
JMMHAMHWYECKas 3ajada, OCOOEHHO B I[ENMH CHCTEMBI TOCTABOK, K KOTOpPOH Bce Oosiee u Ooiee
YBEJIIMYUBAIOTCS TPEOOBAHUS KIIMEHTOB, OKUIAFOIINX, YTO UX MPOJAYKTHI OYyT HOCTABJICHBI B CPOK 110
Mepe BO3MOXXKHOCTH. [ TaBHas 3amava ONHUCATh HEKOTOPHIE MPEACTABICHHUS O MOJCIHPOBAHUN
MOBEJICHUS CUCTEM MyJbTHareHTa. KirtoueBble TEXHOJIOTHH, KOTOPhIe OOBIYHO OCHOBAHKI HA MapajurMe
1oJ; HazpaHueM KoJJIeKTUBHBINA pa3yM posi areHTOB, B KOTOPOM CHUCTEMHbIE CBOMCTBA MOSBIISIOTCS U3
MECTHBIX B3aUMOJICUCTBUM MEXKY SII€MEHTAPHBIMU ACUCTBUSIMU €AMHUYHBIX ar€HTOB.
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