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Abstract

Classification process is involved in a variety of applications. This process is carried out by
distinctive algorithms from supervised and unsupervised learning environment. This paper describes
the selected representatives of both approaches, namely Avrtificial Neural Networks (ANN) and Hidden
Markov Models (HMM) respectively. Algorithms are applied to the dataset derived from body mounted
sensors to differentiate between different daily activities of humans. Moreover, the study incorporates
the hybrid of these algorithms with the aim to improve the classification accuracy using ensembles of
classifiers. Obtained results show that the combination of the algorithms outperforms the classification
accuracy of separately used ANN and HMM when they are applied as classifier models. The
achievement is essential while developing real-time applications in general and in particular, it is vital
in elderly population’s lives while dealing with Human Activity Recognition.

Keywords: Algorithm Combination, ANN, Classifier Accuracy, HMM, Supervised Learning,
Unsupervised Learning

1. Introduction

In supervised learning, based on labeled data the algorithms are trained with predefined concepts
and functions [1]. Supervised learning methods try to discover the relationship between input attributes
(i.e. independent variables) and a target attribute (i.e. dependent variable). The obtained relationship
represents the structure which is devoted to as a model. Discovered models generally define and explain
phenomena, which are out of sight in the dataset and can be useful for prediction of the value of the
dependent variable while the independent variable values are known [2].

The process of learning a set of rules from instances (examples in a training set) is known to as
inductive machine learning, or in other words, building a classifier that can be utilized to generalize
from new instances [3]. Figure 1 shows the process of supervised Machine Learning application to a

real-world problem [4]. @
In unsupervised learning, algorithms have to find out

interesting properties of the given a set of instances [5].

| Identification of

Unsupervised learning task is to find out how systems can | Required Data
learn to show particular input patterns in a way that replicates v
the statistical structure of the whole set of input patterns. 4’| Data Pfe'PfoceSSing‘
Compared to Supervised Learning or Reinforcement v
Learning, there are no obvious target outputs nor | Definition of Training Set
environmental evaluations related with each input; rather the Algorithm
unsupervised learner holds prior biases as to what |[[T 1 sereetion
characteristics of the structure of the input ought to be v
captured in the output. | "o [ Training |
Unsupervised learning is more common to human i v
brain structure and thus it is important. [Exauation with Test e
The main thing that unsupervised learning methods NO

need to work with are the observed input patterns x;, that are Classifier
frequently thought to be independent samples from an

underlying unknown probability distribution P, [x], and certain

Fig.1. The process of supervised
Machine Learning
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to what is significant. There are two classes of methods that have been proposed for unsupervised
learning. The one, density estimation techniques which explicitly create statistical models (e.g. Bayesian
Networks) determining how underlying causes the creation of the input. And another, feature extraction
techniques which attempt to extract statistical regularities or irregularities straightforwardly from the
inputs.

Finding and characterizing separate, low dimensional clusters is one of the common task for
unsupervised learning approaches. The bigger class representing unsupervised learning approaches
involves Maximum Likelihood density estimation methods. These depend on creating parameterized
models P[x; G] (with parameters G) of the probability distribution P, [x], where the forms of the models
(and perhaps prior distributions over the parameters G) are reserved by a priori information in the form
of the representative goals. These are referred as synthetic or generative models, since, given a specific
value of G, they identify how to synthesize or generate samples x from P[x; G], whose statistics ought
to match P, [x]. A normal model has the following structure:

PIx,G1 = ) Ply;GIP[xly; 6] (1)
y

where, y denotes all the possible causes of the input x.

Maximum likelihood density estimation, and approximations to it, cover a wide range of the
principles that have been recommended for unsupervised learning. This incorporates forms of the notion
that the outputs should bear greater part of the information in the input; that they would have the capacity
to reconstruct the inputs in good manner, for example, by identifying the observation status being
independent or sparse; and ability to report on the underlying causes of the input [6] (Figure 2).

For instance, Artificial Neural Networks [7] and
[ Clustering: Support Vector Machines (SVM) [8], represent

UfﬂP*%“’;ﬂd / Fl;”;ﬁﬁd:f supervised learning approaches for classification and
Interprat data grouping m require entirely labeled activity data. Whereas the
basad only on data

unsupervised learning approaches, such as those based
on Gaussian Mixture Models (GMMs) and Hidden
Markov Models (HMMs) allow to infer automatically
the labels from the data [9].
Sllliur;nu:d In the n_ext sections, briefl;_/ will be explained_the
Develap selected algorithms from supervised and unsupervised
predtive learning environment. Then, there will be provided
om baoth inpt combination methodology to achieve better accuracy
rate while using the dataset derived from body mounted
sensors to differentiate between different daily
activities of humans. For that purposes Neural
Networks and Hidden Markov Model will be employed. Finally, study will be concluded by

experimental results and analysis.

mput data

Fig.2. Machine Learning Techniques

2.1. Brief Description of NN

A typical neural network (NN) contains many simple, connected processors known as neurons,
each generating a sequence of real-valued activations. Input neurons get triggered through sensors
observing the environment and other neurons get triggered through weighted connections from formerly
active neurons. Learning process or assignment of the credits can be explained by discovering weights
that make the NN exhibit anticipated behavior. Contingent upon the problem and how the neurons are
related to each other, may entail long causal chains of computational stages, where each stage transforms
(frequently not in a linear way) the total activation process of the network [10].
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Classification of NNs in terms of general characteristics is provided below by dividing them into
several groups.

1. In the first group, there can be
discovered the Feedforward Networks (FFNSs),
such as Multilayer Perceptron (MLP). Its
fundamental feature is that their connection is
only forward so they do not set up any
connections between the nodes on the same layer
or with previous nodes (Figure.3 [11]).

2. Through the second group, there can be
found the Recurrent Networks (RCNs) that are
described by the dynamism of their connectivity,
so these networks save information that will be
utilized later (Figure 4. [12]).

o
1 Uyy Wi1.90

Input Hidden Output
Neurons Neurons Neurons

Fig.4. Example of Feedback or recurrent ANN

3. In the third group, there are the Polynomial Networks (PLNs) which usually offer proficient
processing of polynomial input variables, otherwise in case of application of the sigmoidal or Gaussian
functions in the training, although it would be comprehensive.

4. Modular Networks (MNs) are located in the fourth group, which involves various modules (i.e.
networks) that enable solving tasks independently and then merging the answers in a logical way. The
use of different network architectures is one possibility and the application of different initialization
weights by leaving the same network architectures is another alternative [13].

5. in the fifth group, there can be mentioned Support Vector Machine (SVM), which represents
the kernel basemodels or nucleus. The concept behind it, is to build a hyper plane as a decision surface,
which maximizes the margin of separation [14].

2.2. Brief Description of MM and HMM

A Markov chain represents a discrete time stochastic process covering a finite number of states
where the current state depends on the previous one [15]. In the case of human activity recognition, each
activity is represented with a state. A Markov chain is well adapted to model sequential data and is often
used in a more general model that is the Hidden Markov Model (HMM).
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An HMM can be believed as the easiest dynamic Bayesian network. The logic behind the HMM
was proposed by L. E. Baum and collaborators. It is associated to a prior work on optimal nonlinear
filtering problem (i.e. stochastic processes) developed by Ruslan L. Stratonovich, who was the first to
define the procedure of forward-backward algorithm [16].

As in regular Markov model, the state is visible to the observer directly, the state transition
probabilities are the only parameters. In a hidden Markov model, the state is not directly visible to the
observer, but output, dependent on the state, is visible. Every state has a probability distribution over
the probable output tokens. Consequently, the sequence of tokens produced by an HMM provides some
information about the sequence of states. The word ‘hidden’ indicates the state sequence through which
the model is passes, rather than the parameters of the model.

A hidden Markov model can be assumed as a generalization of a mixture model where the hidden
or latent variables, which govern the mixture component to be chosen for each observation, are
associated through a Markov process instead of independent of each other.

A Markov chain consists of the following components:

Q =002 ...On Amount of N states

A = apap ...an1 ...ann A transition probability matrix A, each ajj demonstrating
the probability of moving from state i to state j, s.t.
Yisiaij =1V,

Qo.QF A special start state and end (final) state that are not
related to observations

While, HMM is distinctive with the subsequent components:

Q=qlg2...gN Amount of N states
A =allal?..anl..ann A transition probability matrix A, each a;jj demonstrating
the probability of moving from state i to state j, s.t.
n —
j=1aij = 1V;

O=o0lo2...0T A sequence of T observations, each of which is drawn from
a vocabulary V = vy, va, ...wy
B = bi(ot) A sequence of observation likelihoods, also

known as emission probabilities, each expressing the
probability of an observation of being produced from a state
i.

0, gF A special start state and end (final) state that are not
related with observations, together with transition
probabilities ao1a02 ...a0n Ut of the start state and airaze...anr
into the end state.

A first-order hidden Markov model instantiates two simplifying rules. In the first place, as with a
first-order Markov chain, the probability of a specific state depends only on the previous state:
Markov Assumption: P(qi|qz...Gi-1) = P(qi|qi-1) 2

Next, the probability of an output observation oi depends only on the state that generated the
observation gi and not on any other states or any other observations:
Output Independence: P(oi|ql...qi,...qT,01,...0i,...0T) = P(oi|qi) 3)
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To describe HMM algorithm, a significant tutorial can be found by Rabiner [9], who presented
the idea that hidden Markov models ought to be described by three principal problems:

1: Problem (Likelihood): ~ Provided an HMM 4 = (A,B) and an
observation sequence O, define the likelihood P(O|A).

2: Problem (Decoding): Provided an observation sequence O and an HMM A = (A,B),
find out the best hidden state sequence Q.

3: Problem (Learning): Provided an observation sequence O and the set of states in the HMM,
learn the HMM parameters A and B.

Calculation of Likelihood: Provided an HMM A = (A, B) and an observation sequence O, define
the likelihood P (O]7).
Above mentioned principles can be further described in the following way:

e Through Hidden Markov models (HMMs) a sequence of observations can be related to a
sequence of hidden classes or hidden states that describe the observations.

e The process of learning the sequence of hidden states, providing the sequence of observations,
is referred as decoding or inference. For decoding purposes the Viterbi algorithm is commonly
utilized.

e Atransition probability matrix and the B observation likelihood matrix represent the parameters
of an HMM. Training of these matrices is possible using the Baum-Welch or forward-backward
algorithm [17].

2.3. Supervised and Unsupervised Algorithm Combination
Methodology
It is known fact that HMMs suffer from intrinsic limitations, mostly because of their arbitrary
parametric assumption [18]. With this respect Artificial Neural Networks appear to be a promising
alternative. The combination of the algorithms used in the study is grounded on a gradient-ascent
method for global training of a hybrid ANN-HMM system, where the ANN is trained for estimating
the emission probabilities of HMM states. The approach is associated to the major hybrid systems
developed by Bourlard, Morgan and Bengio [19], with the goal of combining algorithm benefits within
a united framework in order to overcome their constraints.
The applied method contains several functions [20]:

hmmgenerate (Matlab function)
hmmest (Estimates A (Transition Matrix) and PI)

(Forward backward algorithm hmm-nn
hmmfoNN hybrid)

(Forward backward algorithm hmm)
hmmfbEMIS (Find most probable path hmm-nn hybrid)
viterbiNN (Find most probable path hmm)
viterbiEMIS

The structure of the algorithm application is given in the Figure 5.
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Start

Input: dataset, containing n cases (X;, YJ./=1, ... n
and a new case (X Y]

Output: Class of new case

N

Train Meural network

NS

Estimate parameters and create HMM model

NS
Calculate the most likely path given the
observaations using Viterbi

NS
Calculate P(state_t = ifobs_{1:t}}) using forward
backward algorithm

Output the class Cyand calculate correlation

Fig. 5. The pseudo-code of the NN-HMM Hybrid Algorithm

3. Conclusion
3.1. Experimental Results and Analysis

Here experimental results of the combination of supervised and unsupervised algorithms are
presented. The results are achieved through the application of ANN and HMM algorithms to the HAR

dataset.
During the learning process of the dataset, new
cases were classified according to the following

process:
(i) First of all, by training the Neural Networks
(i) Then, by estimating the parameters

(Transition Matrix, Emission Matrix and PI) and by
creating HMM model

(iii) After that, by calculating the most likely path
given the observations using Viterbi algorithm

(iv) And finally, by Calculating the probability,
P(state_t = ilobs_{1:t}) using Forward Backward
algorithm.

Through the learning process of the training
data by ANN, the training error is noticeably
decreased by 2.6%, see Figure 6.

The results of the experiments is given in
Table 1. Employed data in this particular experiment
is row data without any calculated features. Details
about the employed data can be found in [5, 21].
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Performances of the algorithms separately and in hybrid manner (NN-HMM) using row data

Tab.1
Class Al A2 A3 Ad AS A6 A7 AS A9
HM M 75334 96325 69458 87312 73819 91836 69754 94387 73275
NN 88.017 ©3.738 75014 89577 85817 86938 TIV.055 92123 87601

HMhDINN 91023 55028 85012 53.031 B87.702 B88.021 B86.055 90327 B5.706

AlD All Al2 Average %o
89 686 62.195 B80.034 8028458
884677 92038 94599 87460125
86,857 S0.038 S92.001 8923342

Tables 1-4 provide global confusion matrices and demonstrate the predicted classes and
prediction errors while performing classification.

Global Confusion matrix obtained with NN Classifier using row data Tab2
Predicted Classes
A Ay As Ay A; Ag A, Ay Ag Ay Ay Ay
Ay | 8802 308 0 0 0 0 0 0 0 8.08 448 212
Ay | 108 9374 512 0 0 0 0 0 0 032 119 006
A; | 000 0 7501 325 455 0 0 0 0 0 0 0
Agl 000 0 211 85.58 618 0 0 0 0 0 0 0
§ As | 000 0 5.04 717 8582 250 0 0 157 0.96 0 0
§ As | 000 0 0 0 121 B6% 848 478 003 0 0 054
g A | 000 0 12712 0 0 037 7706 204 600 0 0 0
[E| Ay | 000 0 0 0 0 0 515 9212 406 0 0 0
Ay | 000 0 0 0 0 0.08 831 106 §7.60 0 0 0
Ap| 017 318 0 0 224 1009 0 0 0 8868 027 0
An| 751 0 0 0 0 0 0 0 0.72 0 9204 228
An| 32 0 0 0 0 0 0 0 0 19 200 9460
Global confusion matrix obtained with HMM using raw data Tab3
Predicted Classes
A Ay A; Ay As Ag A Ay Ag Ay Ay Ap
Ay | 5533 170 1.08 0 062 0 0 0 0 g 2352 1457
Ay | 283 8622 047 0 0 0 0 0 0 150 697 201
A 012 0 3986 3282 1253 0 0 0 0 1062 024 3382
Ay 010 0 958 8721 311 0 0 0 0 0 0 0
i As| 067 0 720 028 7361 010 106 0 144 1555 0 0.10
a8 A 0 0 0 0 315 9163 D88 0 218 216 0 ]
E A 0 0 0 0 22 050 2974 3533 2795 413 0 ]
ﬁ Ag 0 0 0 0 0 0 13.14 B138 548 0 0
Ay 0 0 0 0 213 0 3703 1670 3375 1039 0 0
Ag| 0 0 0 0 9.20 0 0 0 115 8966 0 0
Ap| 1959 138 253 0 0 0 0 0 238 3885 1717
Ap| 16.65 0 372 0 244 0 0 0 575 1110 60.34
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Global Confusion matrix obtained with NN-HMM Classifier using row data Tah.4
Predicted Classes
A A A; A, A; Ag A Ag Ag Ay Ay Ap

Ao 5 0 0 0
Al 011 9503 48 0 0 0
Al 000 0 8501 287 542 0 0
Al 000 0 177 9303 567 0 0

33409
3
0
0
As | 0.00 0 224 410 8770 250 0 0 0 2.96 0 0
0
0
0

553 4
397 132 0469

[ Y e B e B
o]
o R e R e [

000 176 0 0 121 8802 384 257 008 0

A | 000 0 6.18 0 037 8606 008 746

True Classes
=

0
Ag | 0.00 0 0 0 306 9033 o674 0
Ay 0

0

0 0
£ 0.00 0 0 0 0 088 704 306 8571 0 0
Ap| 017 LIS 0 0 0 §.23 0 0 0 f0.86 239 0
Ap| 551 0 0 0 0 0 0 0 0.01 0 90.04 308
Anl 319 0 0 0 0 0 0 0 0 068 190 52.00

To conclude, this paper presents the study of the human activity recognition dataset using hybrid
of the algorithms which combines Neural Network and Hidden Markov Model based on a gradient-
ascent technique for global training of a hybrid ANN/HMM system. In this particular circumstance,
ANN is trained for estimating the emission probabilities of the states of the HMM. The accuracy rate
for recognition using hybrid classifier is higher than in separately applied algorithms, which can be
explained by approximately 9% better classification in case of HMM and 2% enhancement while
applying ANN to the dataset.

Based on the study achievements, different combination of several classifiers can constitute a
promising approach as many classifiers applied to the same dataset have the potential to generate
different decision boundaries, which are able to display different patterns, provide complementary
decisions and advance the accuracy level.
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I'MbPUJ KOHTPOJIMPYEMbIX 1 HEKOHTPOJIMPYEMBIX AJITOPUTMOB
OBYYEHMA JJIA PACIIO3HABAHUA YEJIOBEYECKOM JEATEJIBHOCTH

Henadbpumsmm M., Pogonana 1.
MexayHapoaHbiii HepHOMOPCKH Y HUBEPCUTET

Pe3rome

[Iponiecc kmaccupukammuu CBsi3aH C Pa3IUYHBIMU TPUIOKCHUSAMHU. DTOT MPOIECe
OCYIIECTBIISICTCS C TIOMOIIBIO  CICHUAIBHBIX QJITOPUTMOB W3 KOHTPOJUPYEMOH U
HEKOHTPOJMPYEMOi ydeOHOH cpezpl. B HacTosimeMm JOKyMEHTE OIMUCHIBAIOTCS H30paHHBIC
MIPEeJICTaBUTENIM 000MX IOAXOJOB, @ UMEHHO HcKyccTBeHHbIe HelipoHHble cetd (ANN) u
CKpbIThIe MapKoBckue mojienu (HMM) cooTBeTcTBeHHO. ANTOPUTMBI PUMEHSIOTCS K HA00Opy
JAHHBIX, TIOJYYEHHOMY M3 JaTYMKOB, YCTAHOBIICHHBIX Ha TEJIe, YTOOBI Pa3sinyaTh Pa3indHbIC
MOBCEIHEBHBIE NeicTBUS mrofeil. Kpome Toro, wuccienoBaHue BKIIOUAET THOPHA ITHX
QITOPUTMOB C 1IEJIBIO MOBBINIEHUS TOYHOCTH KJIAaCCH(PHUKAIIUHU C UCIIOIb30BaHUEM aHcaMOIIei
knaccudukaTopoB. [lomydeHHbIE pe3ynbTaThl MOKA3bIBAIOT, YTO KOMOWMHAIIUS aJTrOPUTMOB
MIPEBOCXOAUT TOYHOCTH Kiaccudukanuu otaenbHo ucnoiaszyeMbix ANN u HMM, koraa onun
MPUMEHSIOTCS B KauecTBE KIACCU(UKALMOHHBIX Mojenei. JoCTiKeHue BaXXHO TMpHU
pa3paboTKe MPUIOKEHUN B PeKUME PEaTbHOTO BPEMEHH B IIEJIOM U, B YACTHOCTH, KU3HEHHO
BKHO JUTSI JKU3HMU TOKWUIIBIX JIIOJIEH, KOTJa pedb HJET O PACIO3HABAHWU YEIOBEUYECKON
JeSITeTbHOCTH.
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