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Summary

When agents communicate they do not necessarily use the same vocabulary or ontology.
For them to interact successfully they must find correspondences between the terms used in their
ontologies. This paper describes our work constructing a formal framework for reaching agents’
consensus on the terminology they use to communicate. Each agent can decide according to its
interests whether to accept or refuse the candidate correspondence. We are trying to construct
pattern recognition model and how to use different ways to recognize patterns, in this paper we
are constructing agent model which consist of different sub model.
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1. Introduction

Multi agent system with argumentation framework is major component in distributed
system and in human intelligence. To communicate many agents when they are working for
common problem we should use argumentation framework. For pattern recognition when many
agents are making decision for successful communication we are using argumentation framework.
Using this, agents can accept or refuse candidate opinion. When agents communicate they are not
using same vocabulary, to interact successfully they should use arguments and find
correspondences between the terms they are using.

Successful communication is main problem in the architecture where are working many
agents for one solution. Agents should share information, respect or refuse another candidates
opinion using corresponding argument. Main purpose is to make common solution depending on
appropriate experience and knowledge. In this article is described formal model how agents can
recognize object.

Also in this paper is shown formal algorithm how to use argumentation framework for
agents communication, how they are accepting and refusing another candidates opinion and

finally how they making decision.
2. Pattern Recognition

How we can represent object which we are going to recognize? We should find pattern
which location from this object is minimal and also we should find corresponding class index. We
can define our object as X and pattern as P then:

i* = min Dist(X, Py)
i
1<=1<=n,
1<=j <=k
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For distance calculation we can represent our object as a tree (graph). Root vertex is our
Object and sub vertexes are patterns and so on. There are three ways for object recognition. They
are:

1) Bottom — Up: First we should determine bottom layer object components and closest pattern
from this object, this process goes recursively before current object is not head object.

M(x,Y) = t”erL‘Jnin . Dist (g(x),g(tij)) + Z M(x;,0(c;))
ij Ci€Y ‘¢ xl-ES(x)

where

- Tg, = {tiv, tiz, -, tie} - patterns for ¢;- class;

— Dist(g( ),g( )) Evaluated two graphs similarity, this is a problem of NP-complexity;
— 0(c;) = {ci1, Cis -, Cim} — set of classes composed c;;

— g(x)- Graph constructed by properties and relation of x;

— Recursion starting condition: M (o, C);

— where C ={cy,cy, ...,Cpn} - set of learned classes;

— Recursion ending condition: o(c;) = 0 ;

— opt{M(o,C)} = M(o,{c;}) — Optimal value.

But if this object has many sub objects and current object has also many sub object and etc.
To get result we need big resources and this way is impossible (Fig.1).

2) Top — Bottom: In this case on top layer we can assume what type object we are trying to
recognize and after this on sub layer we should proof our assumption. This process goes also
recursively. To use this way requires knowledge what type object should be on the head of the
tree. To collect such knowledge is not easy and requires experience (Fig.1).

3) Combination Top- Bottom and Bottom — Up : In this case we are using both Top-Bottom
and Bottom — Up together (Fig.2).

Recognition Object O Layer O
Butom-Up
Layer 1
Layer 2
Top-Down
Layer 3

Fig.1 Fig.2
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3. Agent Model

Many classical methods for representing and matching ontological knowledge in artificial
intelligence (description logics, frame-based representations, semantic nets) are coming back into
vogue, not least because of the “semantic web” initiative [1]. However, many problems remain
when such approaches are applied to highly uncertain and ambiguous data of the sort that one is
confronted with in computer vision and language processing. Much research remains to be done
in fusing classical syntactic approaches to knowledge representation with modern factorized

probabilistic modeling and inference frameworks [2].

4. Ontology Model

Ontology model can be represented as a tuple (Fig.3).
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Fig3

Qy =< Cy Lo Pl R, Hy Iy Ay >
where C,- are concepts, H, — concepts and attributes (properties and relations) hierarchy, L, —
label dictionary, /,- copy of concepts set, A, — set of axioms.
P; =<P,V,Pr >- Losg P={p|p €P cR(P)},
P — set of properties, R(.)- notes of all sub set. Every c; or its copy has connection 7P , this is a set
of properties. For this import representation f,: C — P, this determines sequence of properties of
the current class.
E.g. f,(Rectangle) = {width, height}.

Similarly define set of relations.
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R; =<R,V,Pr >- where R={r|7 € R cR(R)}, R is a set of relations, f.:C — R,

which determines current class relation.
E.g. f,(Line) = {Cross, Vertical, Horizontal}
V — is set of property importance and V = {v | v € VV < R(V)}, where V- is set of discrete value
orV ¢ R™, R — set of rational numbers.
E.g. f,(Width)=5, f,(Height)=[0,1], f,,(Color) = {Black, White}.

Pr ={=,#><€,¢,>,<,C,¢,C,%,..} - is set of predicates which represents as an operator and
specifies properties and relations importance.

E.g. Concept: “Rectangle”, Property: “Width”, Value: “<5”

»

Concept: “Rectangle”, Property: “Width”, Value: “=5

5. Reasoning Model

A Reasoning model we can present as a tuple

R=<S§Tr Arg >

Of, a semantic S, a trust Tr and a argumentation model Arg.
6. Semantic

Commonly, the semantics is defined as an interpretation of concept by the real world
objects and relations between them. In predicate logic, the interpretation of formulas is
recursively define over the construction of the formula, in that we first assign constants, variables,
and function symbols to objects in the real world [4]. We are interested in such formulas, which
are valid for all interpretations or deductively follow from such formulas. Therefore, in our
formalism semantics is expressed as

S=4, U A, ()
Where A, is a set of axioms and A}, is a deductive closure of A, .

7. Trust

As an Ontology define knowledge presentation model and more of knowledge is specified
with uncertainty, the relationship between a statement and an experience cannot be properly
captured by a binary truth-value anymore. Not only are binary truth-values not enough, even a
multivalued logic may not be enough for adaptation if the truth-values are qualitative, rather than
quantitative. Proposed solutions to this issue include various forms of probabilistic logic
[Nilsson(1986); Adams (1998)] and fuzzy logic [Zadeh (1983)]. Therefore we must define and
measure trusting (evidence) fora statement, given the system’s experience [5].

Let f: A*>Rk (k>0, keN) mapping , then trust T is a set of {f1,..,fn}. Wang have defined

the function fw: —»{v,b}, v,b€[0,1]cR, for evaluation evidence and confidence [6].
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Aj,- Construction traditionally are using methods of classical conclusion construction, when from
existing facts, axioms and logical rules (Modus ponens, Modus tollens and etc.) are obtained new
facts or verified is or not acceptable to get from existing system new rules. Because in all case we
have open system with incompatible knowledge about external world. Maybe conclusions will be
controversial or conclusion process will not be compatible in real time. In this case better way is to
use mechanism of conclusion which humans are using in particular argumentation mechanism in

multi agent system.
8. Argumentation Framework

o (lassical argumentation framework

An argumentation framework is a pair AF= (AR, attacks), where AR is a set of arguments
and attacks is a binary relation of AR. An attack (A, B) means that the argument A attacks the
argument B. A set of arguments S attacks an argument B if B is attacked by an argument in S. The
key question about the framework is whether a given argument A, A € AR, should be accepted.
One reasonable view is that an argument should be accepted only if every attack on it is by an
acceptable argument (Dung, 1995) [2,3].

Argumentation theory is an important field of Artificial Intelligence. In multi agent
environment where agents try to purpose their own goals, cooperation cannot be taken for
granted. To reach agreements and negotiation between self-motivated agents we should use
argumentation framework. The purpose of argumentation is to resolve a conflict between agent’s

opinions. Argumentation framework has a big impact in multi agent environment.

e Value-based Argumentation Framework

We also can extend argumentation framework, namely, Value- based Argumentation
Framework (VAF). The VAF allows determining which arguments are acceptable, with respect to
the different audiences represented by different agents. Our agents apply different approaches and
cooperate in order to exchange their local result (arguments).

The VAF is able to distinguish attacks from successful attacks, those which defeat the
attacked argument, with respect to an ordering on the values that are associated with the
arguments. It allows accommodate different audiences with different interests and preferences [7].

A Value-based Argumentation Framework (VAF) is a 5-tuple VAF = (AR, attacks, V', val, P)
where (AR, attacks) is an argumentation framework, Vis a nonempty set of values, val/ is a
function

which maps from elements of AR to elements of VVand Pis a set of possible audiences. For
each A € AR, vallA) € V.

9. Semantic Certainty Model

To construct certainty model, assume that object is concept and is represented as a finite
number of layers in graph. On zero layer is located this object (concept) with its attributes
(properties and relations) and all sub layer are located previous object sub object (concept sub
concept) with its attributes [8].

Now we can describe certainty function:
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@:g(0)x g(T) - R , which describes how close our object from concept of pattern. Here
g:X - {Gy,Gy,.....} are operators which reflect our object or class in their set of graph. Now we

can define our relation case
1) Property Certainty:
¢(9” (0),6" ) 20 If
fo(9®) < £,(9(0))& Vp{plp € £,(9()& (f,®o) < fr(PN})

Object property set completely includes respective set of patterns and for each pattern value
performs defined condition with certain predicates.

E.g.  Iffor pattern we have determined property “width<10” and value of object should

be less than 10, E.g. “5” in this case we have complete certainty.

2) Relation certainty

o(g" (0),g" () =0 If
f(g®) € f,(9(@)&vr{if Ip((r,p) € 9(©))& (f,(P,) € f,(P))} &
Matchs Certainity (a(t), a(0)}),

Where o- is an operator which every object connects set of sub object. Object relation are
compatible to pattern relations if set of sub object is compatible is compatible to object sub object
set and if pattern has properties and object sub objects can satisfactory pattern properties and

values.
3) Other case:

®(g(0),g(t)) <0

In other case, when pattern is partially compatible to the object or not compatible we can
say that we have uncertainty.

We are saying that object O is near to # pattern then # pattern, if |¢(o,t;)| < |(p(o, tj)l .
Import operator g}, g] . which describes 1 layer object properties and relations in sub

graph, how clos is object from pattern when we can calculate with this framework:

k
@(g(0),g(t)) = Z[af’ * (g7 (0), g7 () + af * o(g] (0), 97 (t))]
=1

where alp, a] - are weight coefficients.
10. Qualitative Argument Generation by Agents

Qualitative argumentation generation starts when object properties compatibility is
completed for generation arguments. We are using go(glp (0), glp (t)) function and are comparing
their property sets. In Table 1 are represented C and H values. If we have pattern fully compatible
to everything is clear this is certainty and another candidates cannot accept this compatibility.
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Also when we have partial compatibility and compatibility function is positive then agent cannot
accept this compatibility.
Tab.1

C +(h)

Certainty If all properties of object the o are similar to the properties of patterns t and all
values of the properties are matched and <p(gp (0), 4" (t)) >0

Uncertainty If some properties of the object o are similar to some properties of the pattern t or
not all properties values are matched and (p( g7 (0),g" (®)) =0

C -(h)

Uncertainty Otherwise and <p( g* (0),g" (t)) <0

11. Relative Argument Generation by Agents

Relative argumentation process starts when qualitative argumentation generation is
completed and is attacked by agents and also is attacked every sub object and current object. In
Table 1 are represented argument confidentiality and counterargument rules. Here to get
arguments we are using function ¢@(g" (0),g" (¢t))

Tab.2

C +(h)

Certainty If all relations of object the o are similar to the relation of patterns t and pattern’s
all sub objects are matched to the sub objects of the object all relation property’s
values are matched and ¢(g” (0),g" (t)) =0

Uncertainty If some relations of the object o are similar to some relations of the pattern and
pattern’s some sub objects are matched to some sub objects of the object or some

relation property’s values aren’t matched and ¢(g” (0),g" (£)) =0
C (h)

Uncertainty Otherwise and ¢(g" (0),g" (t)) <0

12. Structural Argument Generation by Agents

Structural agent’s arguments generation reviewing as concepts in ontology context, when
current object should be compatible any concept from this hierarchy. Of course argumentation
generation starts from top to bottom and process must go as deep as possible. If on any layer we
have incompatibility properties or relations and there is uncertainty then we should mark
concepts which are located under current layer as unknown and we should stop generating
arguments for them [6].
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13. Preferred extension generation

Tab.3
N  Agent Designation Code Type Count
1 Agent AO Slave m
2 Property Value Calculation AP Slave m+1

3  Object Property Compatibility to Pattern =~ APM  Slave m+n
Property

4  Object Relation Compatibility to Pattern ARM  Slave m+n

Relation

5 Object Structure Compatibility to Pattern ~ ASM  Slave m+n

Property
6  Argument Generation AA Master m+n
7  Make Decision ADM  Guru 1

Where m- is count of object subclasses, n- is current class count.

First of all starts working agents which are computing properties and separating objects.
Properties computation agents starts working in case when any object exists or is separated.

In this case also starting working property certainty agents, when property values are
already calculated. After this activating argument generation agents. If for current class is
already computed properties and exists counterarguments for this property about current class,
then starting working relation certainty agents and next those relational arguments generator
agents. If still exists for current class counterarguments then starting working proposed structure
and arguments generator agents.

After every argument generator agent generates own argument set, they are passing their
arguments, when for every agent knows other agents arguments then they are generating
counterarguments set. Attack appears when object compatibility value is better than other agent’s
value and h- value is confidential, for example argument on (m4(o,t;), P, certainity, +) appears
attack from argument (m;(o,t,), P, certainity, —), if m; and m, are same objects to compatible
different patterns, or ( m; (o, t,), R, certainity, —) — case we have same pattern compatibility.

When arguments and certainty sets are created, agents should compute preferred extension.
Argumentation set is globally acceptable if each element appear in every agent preferred extension

set. If argument is not acceptable then we can say that it is indefensible.
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14. Formal Algorithm
For All Agents
For All Object
Generation Qualitative Arguments ()
Generating Relative Arguments ()
Generation Structural Arguments ()
For All Agents
For All Objects
If exists relation (obj, patt, arg)
Then we have certainty
Else we have uncertainty

For All Certainty
For All Agents
If certainty attacked by agent and exist counterargument
Then Certainty Confirmed
Else

If certainty attacked by agent and not exist counterargument
Then Certainty Unconfirmed

15. Conclusion

In this paper we have outlined a framework that provides how agents can communicate,
who use different ontologies. This is achieved using an argumentation process in which candidate
correspondences are accepted or rejected, based on the ontological knowledge and the agent’s
preferences. We briefly described how agents are generating different type of arguments and how
they can interact using their ontology and knowledge. We were talking what are multi agent
systems and what is argumentation. In this article everyone can see clearly preferences of multi

agent system with argumentation.
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MATEMATUYECKAA MOJIEJIb 1 TEOPUA APTYMEHTAIIVN JIJIA
PACITIO3HABAHUSA OBPA30B C APXUTEKTYPOU HA MYJIBTUATEHTHON OCHOBE

Bocuxaursunu 3., Apusaznze I'.

I'pysunckuii Texuudeckuil Y HUBepCUTeT
Pesrome

Korpa arenTsI o0wAloTCAs IPyr C IPYroM, OHHM He HCIIOJB3YIOT OZHY U TY)Ke JIEKCHKY U
a"roimoruio. JIaa TOrOo, 4YTOGBI MX OOLeHHWe OBUIO YCIEUIHBIM, HEeOOXOAWMO HaNTH
KOPPECIIOHZEHIINI0 MEXJy TEPMHHAMM, KOTOpble areHTHI HCIIOJAB3YIOT B CBOMX aHTOJIOTHIX.
CraThsl OIIMCHIBAET BOIIPOCHI OCTPOEHH (HGOPMATBHOM 00IACTH, YTOOBI MEXAY areHTaMH MOXKHO
OBLJIO 3aKJTIOYMUTH COTJIAIIEHHE O TOW TEPMHMHOJIOTMH, KOTOPYIO OHM HCILIB3YIOT IJIL OOIeHWS.
Kaxzpprii areHT MOXET pelnTs, HCXOAS M3 CBOMX HHTEPECOB, NPUHATh WIKM OTBEPrHYTH
KOPPECIIOHZEHIIUIO [PYyroro KaHAuzata. B pabore paccMaTpuBaeTcsi IIOCTPOEHWE MOZENH
pacro3HaBaHus OObEKTa W KCIUIB30BAaHME DA3IHYHBIX IIyTeil AJad INaHHOro Iporecca. Mogeis

areéHTOB CTPOUTCA C NCIIOJIb30BaHUEM PA3INIHBIX HO,Z[MO,ZLEJIQI;'I.
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