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RESEARCH OF SERVICE DISTRIBUTION IN EDUCATIONAL NETWORK

Kartvelishvili Mikheil, Kartvelishvili Otar
Georgian Technical University

Summary

This article presents the service distribution analysis in network flows of the external
traffic of the Georgian Research and Educational network and its application to the detection of
typical and anomalous traffic patterns. As a result of this analysis the most used services were
identified for different parts of the network. Network statistics collection was performed by the
software system, that was constructed by optimal interconnection of different Netflow and SNMP
protocol components, which gave the opportunity to acquire much more detailed statistical
information.
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1. Introduction

Collection of statistical data about individual network flows in computer networks creates
the opportunity to perform an investigation of the link load levels, which will allow identification
of overloaded segments and problematic areas. It is also possible to provide accounting of the
traffic volume consumed by each user based on statistical data in order to charge him
appropriately.

As SNMP protocol, which is currently widely used for collection of network statistics,
does not give possibility to retrieve detailed information about separate flows, we constructed
software system, which uses components of the new protocol created by Cisco Systems —
Netflow. In order to make collected information more understandable, we intergrated into the
system visualization software component — Cacti, which was originally built for SNMP protocol
backend. Methodics of configuration of each component were developed, which allowed to
perform interconnection of different building blocks. As a result of operation of the above
mentioned system it became possible to obtain and visualize more detailed statistical information,

than it was possible with previously used similar systems.

120



Transactions. Georgian Technical University. AUTOMATED CONTROL SYSTEMS - No 2(3), 2007

2. Discussion

The research of proportions of different network services — either inbound and outbound
in relation to Georgian Research and Educational Networking Association (GRENA) network and
its customer organizations, was performed. The analysis period was chosen to be equial to 24
hours during peak usage days. The obtained service distributions for inbound and outbound

network traffic is shown on Fig. 1 a) and b) correspondingly.

Metflow External Traffic Services [down]

Wed 00: 08 Wed 04:00 Wed ©8:00 Wed 12:00 Wed 16: 00 Wed 20:00
From 2007/11/06 20:11:41 To 2007/11/07 20:11:41

W Web [IMNET] Current: 2,17 M Average: 7.32 M Maximum: 25,33 M
W Web [GRENA] Current: 39.12 k Average: 66.84 k Maximum: 168.44 k
@ FTP [INET] Current: 31.023 Average: 10.84 k Maximum: 385.80 k
W FTP [GRENA] Current: 101,05 Average: 574.23 Maximum: 15.44 k
W Mail [IMNET] Current: 20.0% k  Average: 60.37 k  Maximum: 234.85 k
M Mail [GREMA] Current: 29.45 k  Average: 48.76 k  Maximum: 538.11 k
W Emule [INET] Current: 317.09 k Average: 175.45 k Maximum: 676,22 k
M Emule [GRENA] Current: 121.19 Average: 438.62 Maximum; 12.97 k
[ Metbios [INET] Current: 0.00 Average: 15.97 k  Maximum: 38.72 k
O Metbios [GREMA] Current: 1.39 k Average: 1.79 k  Maximum: 15.18 k
O ssL [ INET] Current: 101.73 k Average: 139.46 k Maximum: 563,23 k
@ sS5L [ GRENA] Current: 717.18 Average: 1.33 k  Maximum: 45.10 k
O DNS [ INET] Current: 31.02 Average: 10.84 k Maximum: 385.80 k
@ DNS [ GREMNA] Current: 9,95 k Average: 10.41 k  Maximum: 44,59 k
B Other Current: 2.81 M Average: 4,08 M Maximum: 18.75 M
Fig.1- a)

Metflow External Traffic Services [up]

Wed 86: 00 Wed 04: 00 Wed 0&: 00 Wed 12:08 Wed 16: 08 Wed 20:00
From 2007/11/06 20:11:41 To 2007/11/07 20:11:41

W Web [INET] Current: 189.79 k Average: 714.37 k Maximum: 2.56 M
W Web [ GREMA] Current: 456.01 k Average: 1.86 M Maximum: 5.84 M
B FTP [INET] Current : 22,37 Average: 407.43 Maximum: 10.52 k
B FTP [GRENA] Current: 163.00 Average: 5.84 k Maximum: 523.84 k
W Mail [INET] Current: 91.71 k Average: 224,39 k Maximum: 1.22 M
B Mail [GRENA] Current: 8.40 k  Average: 9.78 k  Maximum: 104.03 k
B Emule [INET] Current: 37.98 k Average: 106,80 k Maximum: 356,27 k
B Emule [GRENA] Current: 148.54 Average: 31.22 Maximum: 417.74

0O Metbios [INET] Current: 270.15 Average: 51.78 k  Maximum: 131.08 k
O Metbios [GRENA] Current: ©512.87 Average: 280.82 Maximum: 4,90 k
O ssL [INET] Current: 58.60 k Average: 74.86 k  Maximum: 348.99 k
[ sSsL [ GREMA] Current: 1.05 k Average: 2.21 k  Maximum: 33.06 k
O DNS [INET] Current: 14.54 k Average: 24,31 k  Maximum: 80.51 k
[ CNS [ GREMA] Current: 163.00 Average: 65.84 k  Maximum: 523.84 k
B Cther Current: 1.16 M Average: 1.33 M Maximum: 2.27T M

Fig.1- b)
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Separate accounting was performed under the scope this research for the different data
exchange directions: server is located in the Intemet, client located in GRENA network (marked
as [INET]) and the opposite - server located at GRENA side and client accessing it from the
Internet (marked as [GRENA]). The research included the most widespread network services:
Web service (HTTP), file transder service (FTP), e-mail service, peer-to-peer file shareing
Service (Emule), network disk sharing service (Netbios), secure socket layer service (SSL),
domain name resolution service (DNS). The rest of services with the neglible share in overall
traffic were aggregated into single category (Other).

The main defferentiation criteria for network services for this research was chosen to be a
transport protocol port number. This is the main reason of the fact, that multimedia protocols like
H.323, SIP, RTP are not shown in the results as a separate category. As multimedia protocols do
not use permanent port numbers to transport their flows and these ports are chosen dynamically
for each session, it is necessary to use additional criteria in order to identify these flows correctly.
The solution to this problem is the use of the special 8-bit field in the IP header called “Type of
Service” (ToS). The value of this field for ordinary best effort data is 0, but the multimedia
applications perform marking of this field with a custom value. As ToS field is different criteria,
than the one used in this document, the analysis of multimedia flows must be subject of the
upcoming research.

As it is shown in the graph in Fig 1.a), the highest share in the inbound traffic flow
corresponds to the Web service consumed from the Internet web servers, which on average made
up 58% (7,32Kbps) of the total throughput during analysis period, the share of other services is
relatively neglible. The maximal load level was observed during working hours, as web service by
its nature is highly interactive. We can make the following conclusions about outbound traffic
based on the graph in Fig 1. b): the dominating part of the traffic is Web generated by the servers
located inside GRENA network, the average share of which is 35% (1,86Mbps). During day
hours the large portion of outbound traffic are web requests generated to the Internet web servers
(5,84Mbps ).

Besides creation of summary statistics, the presented system makes possible to analyse traffic
loads for any IP address or groups of IP addresses (either source or destination). Inbound and
outbound traffic patterns of the two largest universities — Tbilisi State University and Georgian

Technical University were analysed. This is shown in the graphs presented in Fig 2. and Fig 3. a)
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and b) correspondingly. As it can be observed from the graphs, the dominating share of both

networks’ traffic is web service.
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Fig.2-b)

In Fig 2. b) it is clearly noticable the significant portions of Netbios and SSL services.
Netbios protocol is mainly used by Microsoft Windows operating systems for access to shared
files and folders. This protocol is mostly used inside LANs and its appearance in the WAN traffic
statistics is definitely an anomaly, which is the indication of the possible existance of one or
several workstations that are infected by a virus or other malicious software. This observation

definitely requires additional attention from the network security point of view.
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3. Conclusion

The present research includes the analysis of service distribution of the inbound and
outbound traffic of the Georgian Research and Educational network (GRENA), which became
possible by creation of the network statistics collecting software system based on Netflow
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protocol. The obtained graphs represent actual load generated by the whole network and
separately by its different parts showing its component services. This gives opportunity to
perform optimal tuning of traffic flows distribution among different paths to external networks
and efficient monitoring of the network sercurity.
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HNCCIEJOBAHUME PACIIPEJEJEHUA CEBUCOB B
OBPA3OBATEJILHOM CETH

Kapreenumsunu M., Kapteenumsumm O.
I'py3unckuit Texuuueckuil Y HUBEPCUTET

Pe3rome

IIpencraBnen aHanu3 pacnpezaeneHus Internet cepBHCOB B HayHO-00pa30BaTeNbHOMN CETH
JUIS BBISIBIICHUSI XapaKTEPHBIX U aHOMAIBHBIX CXeM. BbulM BBIZICNIEHBI HAUOOJIEE MCIIOIb3yeMbIe
CEPBUCHI B CETH U €€ OTICJbHBIX YacTsaX. COOp CEeTeBOW CTATHCTUKU MPOU3BOJAUIICS C TIOMOIIBIO
MPOrPaMMHOM CHCTEMBI, TOCTPOCHHOW M3 KOMMIOHEHTOB TpoTokojoB Netflow u SNMP,
OOBEAMHEHHBIX MEXIYy COOOW ONTHUMAILHO. DTO JAaeT BO3MOXHOCTh TOJYYUTH JCTATHHYIO
CTaTHCTUYECKYIO HHPOPMAIUIO CETH.
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